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1

O N E

T H E S E S  O N  T H E  M E TA P H O R S  O F 
D I G I TA L- T E X T U A L  H I S T O R Y

O N E  O F  T H E  M O S T  C E L E B R AT E D ,  and therefore over- remarked upon, of 
Jorge Luis Borges’s short stories is his 1941 “The Library of Babel.”1 
In this tale, there is, perhaps unsurprisingly given the title, a library. 
However, the library is extraordinary. The library is the entirety of the 
universe. Composed of an infi nite number of hexagonal pillars, each 
of which contains fi ve shelves of thirty- two books, each of which is 
410 pages in length, the library contains every work ever written and 
every work that could possibly exist. When the library is discovered, it 
triggers celebration and joy. Everything that could be known is now 
possible to know!

Nevertheless, notably and problematically, the library contains 
much that is useless rubbish. Most books contain arbitrary strings that 
are neither words nor mathematical formulas.2 Certainly, actual knowl-
edge and wisdom are within the library. The problem is how to sort it 
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out. Borges’s library appears, then, as a model of reality, narrated by an 
unreliable fi gure who embodies these paradoxes of totality.3 Everything 
we could know is, of course, presented to us in the form of the totality 
of existence. The “only” challenge is sift ing the wheat from the chaff , 
sorting illusion from actuality, and separating idealism from the ma-
terial.4 Without curated metadata and discoverability, knowledge and 
noise can be diffi  cult to tell apart.

Readers assume, as I just have, that the Library of Babel is the uni-
verse, the one- to- one map of reality about which Borges quipped else-
where.5 However, what if the library did exist in a form that was not 
just the sum of all existence? In computing systems, we use numeric 
representations to create digital sound fi les, movies, pictures, and text. 
Indeed, all computer fi les are, at heart, vast numbers. For example, let 
us say that we represent the letters a, b, and c by the familiar childish 
gamelike code of the numbers 1, 2, and 3. In this case, in binary, a would 
be “01,” b would be “10,” and c would be “11.” A system that puts these 
together might write “1110” for cb. Clearly, computer fi le formats are 
more complex than this extremely basic cipher. However, it demon-
strates the point: “1110” is the binary for the number 14. Any computer 
fi le, then, can be expressed as a number.

Irrational numbers such as π, which expresses the ratio of a circle’s 
circumference to its diameter, contain every possible number that could 
ever exist within their infi nitely long sequences. In formal terms, this 
is because mathematicians conjecture that π is normally distributed, 
which means that it is a disjunctive sequence. This distribution means 
that every digital fi le that could ever possibly exist— and, hence, every 
textual document that has been written, that has not been written, and 
that could be written— can be found at some point within π’s unend-
ing string of numbers. Our cb number, 14, is relatively trivial to fi nd, 
occurring immediately aft er the fi rst decimal place: 3.14. However, 
even if one wanted to fi nd abc in our code, one would not have to look 
far. Under our system, “011011” comes to 27. One only has to search 
twenty- eight digits aft er the decimal place to come across the digit that 
one needs: 3.14159265358979323846264338327. Irrational numbers, in 
digital contexts, are the real- world Library of Babel.
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This may all sound very hypothetical. However, Philip Langdale has 
created a (satirical) computing fi lesystem— dubbed πfs— that uses π to 
store (or, really, to compute) its data. Indeed, when one wishes to save 
or retrieve a fi le, the πfs fi lesystem calculates and searches through π 
until it fi nds the numbers that express the data in question. “πfs is a 
revolutionary new fi le system,” claims Langdale jokingly, “that, instead 
of wasting space storing your data on your hard drive, stores your data 
in π! You’ll never run out of space again— π holds every fi le that could 
possibly exist! They said 100% compression was impossible? You’re 
looking at it!”6

Of course, πfs is pragmatically useless and not a serious undertak-
ing; it is geek humor.7 To calculate π to enough digits to fi nd extremely 
long binary numbers, equivalent to fi les, would take a very long time. 
πfs works by substituting space and storage for time, in essence recom-
puting fi les every time a user wishes to access them. The πfs fi lesystem 
derives from a joke made around 2001 by Keith F. Lynch. As Lynch 
noted, if one calculates and stores π in binary, in addition to all of the 
benefi ts of the Library of Babel, one would be guilty of the following:

Copyright infringement (of all books, all short stories, all 
newspapers, all magazines, all web sites, all music, all 
movies, and all soft ware, including the complete Windows 
source code)

Trademark infringement
Possession of child pornography
Espionage (unauthorized possession of top secret information)
Possession of DVD- cracking soft ware
Possession of threats to the president
Possession of everyone’s SSN, everyone’s credit card numbers, 

everyone’s PIN numbers, everyone’s unlisted phone 
numbers, and everyone’s passwords

Defaming Islam. Not technically illegal, but you’d have to go 
into hiding along with Salman Rushdie.8

As Lynch went on to joke, “Also, your computer will contain all of the 
nastiest known computer viruses. In fact, all of the nastiest POSSIBLE 
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computer viruses.”9 Indeed, the Library of Babel also contains every 
piece of malicious computer code and all dangerous knowledge and 
wisdom that could ever exist, assuming that one believes that we can 
represent all epistemic artifacts in digital form. In addition to being 
the font of all wisdom, it is also a dark archive that contains humanity’s 
(and every other possible species in the universe’s) worst.

I have chosen to open this volume with remarks on πfs and the 
Library of Babel because this book is about digital- textual histories 
and metaphors. What πfs shows us is a more basic premise of digital 
textuality: that text and numbers are indistinguishable from one an-
other in the computational era and that to study electronic text implies 
a need to examine the numerical, digital, and computerized contexts 
and environments within which they are fashioned.10 In the contempo-
rary period, the “history of text” we are writing is also the “history of 
computers” and the “history of numbers” because, in the present day, 
everything written can be represented numerically. Hence, while it is 
tempting, given the small Venn- diagrammatical overlap between bril-
liant writers and brilliant mathematicians, to think that the space of 
writerly quality and the arena of mathematical/computational quantity 
must sit at opposite poles, this is not true. No matter how many liberal 
humanist defenses we make of writing, πfs reminds us that all text can 
be refactored to numbers and some numbers contain all text that can 
ever possibly be written, if we only choose to calculate them. To under-
stand contemporary digital textuality and its metaphors, we must also 
work to understand the technical components that sit beneath them 
and the computer- scientifi c principles that have conditioned their 
development.

Digital Book History
By now, the study of the history of books and their materialities is so 
old that the fi eld of the history of books has its own history.11 Ever since 
Robert Darnton famously asked, “What is the history of books?” so the 
mythology goes, the fi eld has burgeoned.12 In our digital and globalized 
era, though, the recent trajectory of material- textual studies has had an 
outward, planetary focus. As Dennis Duncan and Adam Smyth note, 
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we have moved “away from bibliography’s historical focus on the West-
ern codex, towards a global study of the materials and practices of read-
ing and writing from scrolls and tablets to inscriptions on shells and 
bones.”13 This world- literary focus has diff used the scholarly practices 
marching triumphantly under the banner of “bibliography.” Indeed, at 
this point in their life cycles, textual scholarship and the study of ma-
terial texts have become highly diverse fi elds of endeavor. Researchers 
in these fi elds focus on various global media over an extended period, 
covering the prehistory of the printing press to the resurgent orality 
of the digital audiobook.14 Such disparity has led Wim van Mierlo to 
ask whether any continuity even “exists in the methodological, concep-
tual and theoretical underpinnings of the discipline,” positing that we 
might speak instead of “discontinuity and diversifi cation or fragmen-
tation of methods and frameworks.”15 The histories of the histories of 
books proliferate.

This book, the product of a decade of thinking about critical ap-
proaches to text technology, continues this proliferation and dispersion 
by focusing on metaphor’s role in digital- textual production history.16 
The book is wide- ranging in its subject and approaches. Some chapters 
of this book examine the historical evolution of digital- textual meta-
phorical concepts (such as “whitespace”), while other parts conduct 
sociological readings and interpretations of the metaphors that we use 
(such as “home” in computing contexts). Sometimes, the remarks are 
simply about technological and computing environments— all of which 
have a relevance for digitally consumed contemporary text. However, 
as a unifying feature, this is a book about the messy digital- linguistic 
frames that condition our current reading and writing practices in an 
era when virtually all texts are “born- digital” and most are dissemi-
nated via the web. As of the early 2020s, the vast majority of the world’s 
novelists, poets, dramatists, and even MFA students begin their writing 
days by settling down not with a pen in their hand but instead in front 
of the familiar blinking vertical line of a computer cursor and the latest 
version of Microsoft  Word. There are exceptions. Don DeLillo and Jen-
nifer Egan claim to resist the lure of the digital machine and conduct 
their initial draft ing using pens, paper, and typewriters.17 George R. 
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R. Martin sticks to the earlier, but nonetheless digital, technology of 
WordStar.18 In general, though, it is not possible comprehensively to 
understand the environment from which contemporary literature and 
text emerges without heed to the digital sites of their production, com-
modifi cation, dissemination, and reception. In turn, paying attention 
to the environment entails a focus on cognitive metaphor, which tells 
us how to understand an aspect of a concept.19

Specifi cally, I hypothesize that digital- textual (and other computa-
tional) metaphors oft en move through three phases: they are initially 
descriptive, then they encounter a moment of fracture or rupture, and 
fi nally they go on to have a prescriptive life of their own that conditions 
future possibilities, even though they no longer seem to function as we 
might expect. This book looks for the moments when digital- textual 
metaphors break, because these instances show us how the possibilities 
for our future text environments have become constrained by meta-
phors that are untethered from their original intent. This book focuses 
on the ways that digital- textual metaphors do not work in order to un-
cover how our textual soft wares become locked into paradigms that no 
longer make sense. This is important because, as Stuart Hall showed 
us, “metaphors are serious things. They aff ect one’s practice.”20 In a dif-
ferent context, but also stressing the importance of metaphor, Jacques 
Derrida writes that “metaphor is never innocent. It orients research 
and fi xes results.”21 We are, therefore, right to pay heed to such digital 
metaphors. This degradation of digital- textual metaphor has also been 
noted by Jeff  Jarvis, who charts it as part of the so- called Gutenberg Pa-
renthesis theory, which posits that the age of print was merely a bracket 
of history from which we are now departing in the internet age. For, “in 
the simplest expression,” writes Jarvis, “it will become progressively 
less meaningful to say that we ‘turn a page’ in our lives, that our trans-
parent selves are ‘open books,’ even that we have the ‘complete story’ 
when we read on screens in scrolls that never end.”22

This book also marks the fi rst time I have written about textuality 
without reading a set of texts, instead focusing on the surrounding para- 
apparatuses that are the conditions of possibility for digital text. This 
book is an attempt to interpret the environments of digital textuality 
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and text editing through their metaphors and histories. If it is true that 
paratexts in the physical space can be read, examined, and analyzed, 
then it is also true that the same can be said for the “metadata”— as we 
might term such para- apparatuses— of digital- textual objects.23 Indeed, 
other projects have also been invested in such work and have led the 
way. The legacy MONK project even stood for “Metadata Off er New 
Knowledge.” Yet when I talk about the analysis of “metadata” here, I 
am not referring to the traditional elements that might be bracketed 
under such an approach. I do not mean the titles of works, their ISBNs, 
and their DOIs, for example. Instead, I analyze a broadened scope of 
“metadata” that includes the digital paratextual contexts that condi-
tion electronic text production. These range from actual technologies 
and their implementations, such as Unicode or the history of white 
paper, to metaphors of “vision” in our operating systems. Language 
and technology become hybrid forms of metadata that infl uence how 
we understand text in the twenty- fi rst century.

This attention to metaphor has been the focus of other studies, most 
notably Marianne van den Boomen’s 2014 Transcoding the Digital: How 
Metaphors Matter in New Media. Crucially, for van den Boomen, build-
ing on Lev Manovich’s idea of “transcoding” as a process of “ ‘concep-
tual transfer’ from the computer world to culture at large,” metaphor 
saturates all of our interactions with contemporary computation.24 As 
she points out, “we barely realize” the extent to which most of our dig-
ital terms “are metaphorical.”25 This idea of “transfer” or “transport” 
has long been central to our understanding of metaphor. Indeed, the 
etymology of the term is what allows Marshall McLuhan to state that 
all media are metaphors. As he put it: “The word ‘metaphor’ is from 
the Greek meta plus pherein, to carry across or transport.”26 Whether 
it is “mailing,” “chatting,” or “searching,” whenever we describe the 
things we do on computers, we usually use metaphors that “carry over” 
from other domains. (Although, as I will go on to discuss, this may, in 
fact, be the case with all language.) Reading such metaphors, as I do 
in this book, requires a delicate balancing act. On the one hand, in a 
point to which I will return, we must be able to recognize what van den 
Boomen calls the “compressed metaphoricity that stands in for a com-
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plex dynamic machinery” while seeing, on the other, that metaphor is 
grounded in real “things in itself.”27 The balance is between how we do 
still understand metaphors, even when they do not wholly “work” and 
have gone past the “break” point, while pointing out the limitations of 
just how literally we can take them.

In focusing on language and metaphor, I do not mean to under-
state these digital spaces’ crucial materiality. Computer systems are 
distinguished, argues Matthew G. Kirschenbaum, “not by virtue of 
their supposed immateriality but by virtue of their being material ma-
chines conceived and built to sustain an illusion of immateriality.”28 
In Friedrich Kittler’s extreme formulation, all computing systems— 
all digital spaces— boil down to just “signifi ers of voltage diff erences” 
within hardware circuits.29 Hence, despite our investment in the idea 
of the virtual as “unreal,” we are also fi nely attuned to the interplay of 
the real and the virtual. For example, the most signifi cant contempo-
rary spokescorporation of internet retail, Amazon, is dedicated to the 
process of making something tangible from seemingly nothing. That is, 
perhaps the most prominent emblem of the virtual space would mean 
far less if, when one clicked “Buy now,” nothing physical turned up on 
one’s doorstep (although in recent years, the sales of virtual servers 
through Amazon’s AWS business have been a major boon for the com-
pany). As we will see over the next few years as artifi cial intelligence 
(AI) language models gain access to real- world systems and become 
fully- fl edged “agents,” the interplay between virtuality and materiality 
is where computational power resides.

However, the metaphors that we use to describe digital environ-
ments (as this sentence demonstrates, there is no way of not doing it) 
impute a materiality to the simulated interaction with the machine. 
Even to refer to the digital “realm” or “environment” as a virtual “space” 
of sorts is already falsely to hypostatize its existence as an immaterial 
other- place (perhaps the hideously overused Foucauldian concept of 
“the heterotopia”).30 Virtual reality becomes, in such language, at once 
a reality and only virtual, a word that— aptly, given Kirschenbaum’s 
repetition of “virtue”— comes to us from the late fourteenth- century 
Medieval Latin virtualis and virtus, meaning “excellence, potency, effi  -
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cacy” but also, literally, “manliness” and “manhood.” We arrive at the 
contemporary meaning of “virtual” in the sense of having a true es-
sence (nonreality) that is separate from a surface eff ect (solidity/reality) 
around the middle of the fi ft eenth century, probably from the meaning 
of “capable of producing a certain eff ect.”31 However, to understand 
the impact of the disjunct between the virtual’s surface eff ect and its 
true nature on contemporary textual production, we must examine the 
masking eff ects of the metaphorical language we use to speak of “the 
digital” and its implications.

In this book I rewrite a set of our digital- textual histories around 
the following seven theses— theses on the metaphors of digital- textual 
history, if you will— which correlate to each of its chapters:

 1. The virtual page almost never existed.

 2. The history of digital whitespace is the seriality of musical silence.

 3. Digital text is geopolitically structured.

 4. Digital text is multidimensional.

 5. Windows are allegories of political liberalism.

 6. Libraries are assemblages of recombinable anxiety fragments.

 7. Everything not saved will be lost.

Each of these theses focuses on a metaphorical grounding: the idea 
of the “page” or “whitespace,” for instance, using these concepts as 
earthing points to reappraise the concrete historical unfolding— and 
breakage— that resulted. Some of the chapters are very much histori-
cally rooted. In the chapter on the history of the virtual page, I inter-
view the creators of the PDF format to rewrite this format’s story. In 
other chapters, the debate is much more conceptual or focused on lan-
guage. For example, I examine the history of the term “safety” in text 
processing and argue for the multiple axes across which this metaphor 
operates. In these senses, while some portions of this book concern 
new histories of digital text, other parts aim more simply to fracture 
and pull apart— or read and interpret— the metaphors that underpin 
our digital text processing.
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But is “metaphor” even the correct term? A great deal of this book 
shows how and why our computational metaphors fall short (and ana-
lyzes the implications of this). It unpicks how we can explain particular 
metaphors to new users. (For instance, I ask at one point why a “menu” 
is called a menu, given that no food is involved, and why a “window”֪is 
called a window, given that you cannot see “through” it, although it 
is “framed.”) However, this problem has plagued computer designers 
since the 1960s; it is not a new challenge. Indeed, as Thierry Bardini put 
it, as just one example, “The virtual desktop was not a mere metaphor, 
since the user did not identify the false residual of the metaphor.”32 In 
other words: users took only the parts that held, ignoring the points 
where the metaphor fell short. We can best see this challenge when 
soft ware designers do not know which metaphors they should use. 
Take, for example, the well- known metaphor that interface design is 
a “conversation” between the designer and the user. John Walker, of 
Autodesk Inc., poured scorn on this approach: “I believe that conver-
sation is the wrong model for dealing with a computer— a model that 
misleads inexperienced users and invites even experienced soft ware 
designers to build hard- to- use systems. When you’re interacting with 
a computer, you are not interacting with another person”— an inter- 
face- to- face— “you are exploring another world.”33 However, “exploring 
another world” is another metaphor that does not wholly hold. Compu-
tational metaphors involve selecting and judging parts that work and 
parts that do not. There are good and bad computational metaphors, 
but no metaphor is a direct one- to- one correlation with reality because, 
at that point, the metaphor would not be a substitution for the thing 
but the thing itself.

Perhaps the best indication of the contested status of “metaphor” in 
computer interface design was set out by Alan Kay, the noted computer 
scientist who worked at Xerox PARC in the 1970s and within several 
prestigious university computer science departments. For Kay, “One of 
the most compelling snares is the use of the word metaphor to describe a 
correspondence between what the users see on the screen and how they 
should think about what they are manipulating. My main complaint is 
that metaphor is a poor metaphor for what needs to be done. At PARC, 
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we coined the word user illusion to describe what we were about when 
designing user interface.”34 Contrary to metaphor, which provides a 
substitutive context on which users can base their operational prem-
ises, illusions, of course, are meant to trick the viewer, although they are 
usually done, like fi ction, with the consent of a willing and disbelief- 
suspending audience. For Kay, though, this illusory context is how we 
end up with supercharged analogous digital objects. There is no point, 
in his view, in creating digital paper that is “as hard as paper to erase 
and change.” Instead, we take the parts of the metaphor that we like 
and imbue the digital copy with magical (or “illusory”) powers: “But it 
is the magic— understandable magic— that really counts. .֪ .֪ .֪ If it is to be 
like magical paper, then it is the magical part that is all- important and 
that must be most strongly attended to in the user interface design.”35 
In reality, though, even using such terms as “interface” or speaking of 
the “boundary” between humans and machines operates, as does all 
language, through metaphor.36

The type of metaphor to which this book specifi cally refers is con-
ceptual metaphor, stemming from the work of George Lakoff  and Mark 
Johnson in the early 1980s. The fundamental premise behind their re-
search is that “our ordinary conceptual system, in terms of which we 
both think and act, is fundamentally metaphorical in nature.”37 For 
Lakoff  and Johnson, “the essence of metaphor is understanding and 
experiencing one kind of thing in terms of another,” and, at its heart, 
almost all of what we do, say, and understand uses a relational approach 
to defi nition.38 Importantly for this early work on conceptual meta-
phor, “metaphorical entailments can characterize a coherent system of 
metaphorical concepts and a corresponding coherent system of meta-
phorical expressions for those concepts.”39 Put otherwise, metaphors 
must remain coherent and consistent in their usage. Lakoff  and John-
son postulated that, in most cases, even where there are overlapping 
metaphorical referents, such language systems do retain consistency 
and coherence.

Metaphors are also, though, only ever partial. “If,” write Lakoff  and 
Johnson, “it were total, one concept would actually be the other, not 
merely be understood in terms of it.”40 For instance, the metaphors of 
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“the mind is a machine” and “the mind is a brittle object” give us “dif-
ferent metaphorical models for what the mind is and thereby allow us to 
focus on diff erent aspects of mental experience.”41 In more recent par-
lance, diff erent metaphors “aff ord” us diff erent comprehensive capabil-
ities for understanding an object’s workings. These metaphors become 
“stacked” atop one another, usually because “two purposes cannot both 
be served at once by a single metaphor.”42 Each separate metaphor then 
“allows us to get a handle on one aspect of the concept.”43 This means 
that there can be a temptation, when designing a new environment from 
scratch, to multiply the number of metaphorical referents used to explain 
a system. As Douglas Kellner puts it, “Dominant [digital] metaphors 
draw from the human body, everyday life, home and business, nature, 
travel, technology, and the military and space travel.”44 As a result, we 
are furnished with windows, menus, status bars, pointers, sites, homes, 
wallpapers, desktops, check boxes, text boxes, spreadsheets, pages, 
icons, shortcuts, notepads, fi les, folders, trash cans, hourglasses, pings, 
dragging, dropping, clicking, right- clicking, scrolling, deleting, writ-
ing, redacting, signing, zooming, calling, playing, working, mailing, 
cutting, copying, pasting, snipping, screenshotting, saving, archiving, 
backing up, powering on, shutting down, spooling, buff ering, loading, 
and downloading.45 And what sort of coherence or consistency do we 
imagine might sit at the intersection of the overlap of these terms?

Indeed, Jingfang Wu and Rong Chen have partially set out how cog-
nitive metaphors operate across a set of nonconsistent metaphorical 
contexts in the computational domain.46 For instance, “a computer is a 
person” is a common framework in which the “CPU [Central Process-
ing Unit] is the brain.” At the same time, a “computer is a factory” in 
which the operating system must “schedule computational activities to 
ensure good performance.” Concurrently, “a computer is an offi  ce” in 
which there are “notepads” that are “dropped” into “folders.” But our 
computers are also “containers” of “folders” that can be “emptied” from 
the “recycle bin.” Wu and Chen further detail the terminologies we use 
to describe the internet: We have “highways” carrying cyber “tour-
ists” and “digital natives” even while the internet is also personifi ed as 
“born in America.” Even as the internet is a “cyberspace,” it is a “sea” 
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on which we “surf,” and it is a “community,” although this community 
space is also a “library” and a “market.”47

However, as I will detail in the section below on cultural phe-
nomenology, an essential part of comprehending metaphor is that it 
cannot be divorced from the experiential encounter with contextu-
alized language. Hence, “no metaphor can ever be comprehended or 
even adequately represented independently of its experiential basis.”48 
This experiential encounter is broken down into ideas of prototypi-
cal primitives that exemplify the diff erence between defi nition and 
metaphorical explanation. While such prototypes remain contextually 
grounded and their properties are hardly inherent— the prototypical 
“chair” will depend on the context, say whether it is a formal dinner or 
a more casual aff air— the metaphor must be understood in terms of the 
chairness of the chair in specifi c contexts.49

One of the core objections that a skeptical reader might mount to 
much of this book is anticipated by Lakoff  and Johnson. Namely, that 
“it is easy to fi nd apparent incoherences in everyday metaphorical ex-
pressions.”50 In other words, the accusation (especially by those with 
a disdain for analytical/language philosophy) will be that such nee-
dling is more nit- picking than new knowledge. However, as Lakoff  and 
Johnson showed, most metaphors they examined “turned out not to 
be incoherent at all.”51 Yet the question remains: Are the metaphorical 
aspects that I am extracting and here tormenting incoherent, inconsis-
tent, or merely partially focused? Or is it, in fact, the case that we do 
not “understand concepts of one kind in terms or concepts of another 
kind at all” but instead “only that we can perceive similarities between 
various concepts and that such similarities will account for the use of 
the same words for the concepts”?52 For example, as I will discuss, the 
“window” of a computer system is neither transparent nor fi xed, but 
it is openable and framed. These windows also appear, apparently, on 
a “desktop” which, paradoxically, has been “wallpapered.” As Theodor 
Holm Nelson memorably put it as far back as 1990, “I have never per-
sonally seen a desktop where pointing at a lower piece of paper makes it 
jump to the top, or where placing a sheet of paper on top of a fi le folder 
causes the folder to gobble it up.”53
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Indeed, computational metaphors usually “form no single image,” 
but they do somehow, within their own logics, rather than the logics to 
which they refer, “fi t together” with a type of coherence until they hit 
the “break” point.54 The consequence of this “metaphoric ideology,” 
as Nelson terms it, is that “fi rst, these mnemonic gimmicks are not 
very useful for presenting the ideas in the fi rst place; second, their re-
semblance to any real objects in the world is so tenuous that it gets in 
the way more than it helps; and third֪.֪.֪.  the metaphor becomes a dead 
weight” in which “once the metaphor is instituted, every related function 
has to become a part of it.”55 The question then becomes one of trans-
ference: What is carried across in the sharing of metaphorical terms 
between real- world and prototypical objects and the computational 
environment that we aim to make hospitable? Moreover, how might it 
become possible to stem the harmful proliferation of functional associ-
ation to which Nelson gestures? The investigation of broken metaphor 
gives us scope to investigate the histories of digital- textual interfaces 
and whence they originate in material circumstances.

This partiality of metaphor returns us to Kay’s points about illu-
sion and to note that “only part of [a metaphor] is used to structure our 
normal concepts .֪ .֪ .֪ they go beyond the realm of the literal.”56 Yet, when 
metaphors are extended in ways that go beyond our regular, day- to- day 
comprehension of the referents to which they gesture, they become “id-
iosyncratic, unsystematic, and isolated.”57 At least part of my contention 
in this book is that this adjectival trinity serves as a good description 
of much of our computational metaphor. We have, in many ways, built 
entirely separate systems of language and domains of practice that do 
little but reenforce idiosyncratic, unsystematic, and isolated rituals of 
digital reperformance. Importantly, these rituals of reperformance in 
the computational domain refl ect the original metaphorical contexts 
and their points of divergence. As a result, as we shall go on to see, older 
technologies begin retroactively to be described in terms of the digital. 
We say that old printed papers are “like the scrolling computer screen,” 
when really the likeness travels the other way.58 Indeed, as Lakoff  and 
Johnson claim, “new metaphors have the power to defi ne reality”; and 
that includes past realities and history.59 Alternatively, as Susan Leigh 
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Star has put it, these battles about metaphor matter, because “power is 
about whose metaphor brings worlds together, and holds them here.”60 
New computational metaphors end up being how we conceptualize 
extant and past technologies. At the same time, these metaphors oft en 
end up being a long way from any correlated reality.

One way we can comprehend this independence from reality is 
through the lens of structural metaphor. Ontological metaphors are 
those that impute a state of being to noninstantiated concepts. For 
example, in Lakoff  and Johnson’s example, “Time is a substance” and 
“Labor is a substance” are ontological metaphors that denote both time 
and labor as sharing a material state. Because the shared object state 
is the same, the two conceptual domains are made commensurate. By 
contrast, structural metaphor asks us to “induce similarities” between 
areas. Lakoff  and Johnson’s example is that “ideas are food” so you can 
digest, swallow, and devour both of these terms. Notably, while “the con-
cept of swallowing food is independent of the metaphor,” by contrast, 
“the concept of swallowing ideas arises only under the metaphor.”61

Similar probings might well be applied to our experience of com-
putational interface elements. For example, the framed rectangles that 
contain (another metaphor) our user interfaces are windows that can 
be “opened” and “closed” purely because we think of the ingrained 
“window” metaphor, even though, in reality, such virtual windows 
might more accurately be said to appear and disappear. The “frame” of 
the window may constitute the content- surface that allows for cross- 
domain substitutability. However, the structural- comparative meta-
phorical elements allow us to transfer function between these areas. 
They “arise out of orientational and ontological metaphors,” as Lakoff  
and Johnson put it.62 Yet again, though, the substitution of function is 
idiosyncratic, unsystematic, and isolated.

Whether metaphor or magically augmented illusion, user interface 
design fought in the battle between two competing cultures in the 
1960s and 1970s. On the one hand, some developers felt that digital 
technologies should be “user friendly” and easy to learn. This group 
included Larry Tesler, who would go on to be responsible for our “copy 
and paste” metaphorical paradigm, and Jeff  Rulifson, who worked on 



C H A P T E R  O N E16

ARPANET, the precursor to the internet. On the other hand, though, 
was the paradigm pioneered by Douglas Engelbart, one of the inven-
tors of the computer mouse. For Engelbart, user interface design was a 
way to modify users rather than being something that should fi t users’ 
expectations. Engelbart saw, in computer interface design, a way to im-
prove humanity by training it afresh. Tesler and Rulifson, by contrast, 
planned, from humanity, how to improve their user interfaces.63

This confl ict came to a head under the leadership of Butler Lampson 
at PARC in the 1970s, who insisted on a “new ethic” where every prod-
uct had to be “engineered for a hundred users” to give a broadly appli-
cable design paradigm.64 Such a paradigm was about “tailoring the user 
interface to what designers could fi nd out about or imagine about how 
people actually do their work” instead of using the interface to “force 
people to learn to do it in a new and better way.”65 This approach sounds 
the most obvious of methods; we should make our technologies easy to 
grasp and use. However, it was by no means a sure thing at the outset 
of computational design history. Instead, the battle was between one 
ideology that thought computers might improve the way we do things 
and another that thought we do things pretty well already and should 
make computers conform to existing practices.

“Practice” is an apt term to explore at this point. Talk of metaphor 
oft en moves us into conceptual and cognitive arenas. Metaphor is how 
we translate between an observed practice (what people do) and a cog-
nitive frame (how they think about and understand it). However, the 
aforementioned debate about the role of metaphor and the place of in-
terface design in shaping or being shaped by the user shows us the 
value of N. Katherine Hayles’s notion of an “incorporating practice.” 
Hayles sets out a system in which “inscription” is the opposite of “in-
corporation.” In this model, abstract signs, when written down, are 
given an independent existence from the writer. Written forms exist 
independently, but with traces, of the incorporated form that produced 
them. On the other hand, an incorporated gesture “such as a good- bye 
wave cannot be separated from its embodied medium, for it exists as 
such only when it is instantiated in a particular hand making a partic-
ular kind of gesture.”66
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Computer user interfaces straddle this inscription- versus- 
incorporation boundary and must consider the interplay between cog-
nitive and bodily actions. As Hayles defi nes it:

I mean by an incorporating practice an action that is encoded 
into bodily memory by repeated performances until it becomes 
habitual. Learning to type is an incorporating practice, as both 
Connerton and Merleau- Ponty observe. When we say that some-
one knows how to type, we do not mean that the person can 
cognitively map the location of the keys or can understand the 
mechanism producing the marks. Rather, we mean that this 
person has repeatedly performed certain actions until the keys 
seem to be extensions of his or her fi ngers. Someone can know 
how to type but not know how to read the words produced, such 
as when a typist reproduces script in a language that the typist 
does not speak; conversely, just as someone can be able to read 
a typescript without knowing how to type.67

Hence, the argument above is a debate about the site of inscription 
and the inscribability of the body. Those who wanted user interfaces 
to be easy to use saw the body as an inscribing agent, etching its in-
corporated practices onto machine interfaces. By contrast, the second 
school of thought saw the human body as inscribable, as quarried rock 
awaiting the sculpting infl uence of the interface designer. It is conve-
nient for the subject of this book— writing with computers— that our 
comprehension of interface metaphor has been couched, previously, in 
terms of inscription. Because the question then becomes: Do we write 
with computer interfaces, or do computer interfaces write on us?

Given the aforementioned remarks on the maturation of this dis-
ciplinary area, it is unsurprising that I am hardly the fi rst to explore 
such terrain. Indeed, this book is perhaps most indebted to the work 
of Matthew G. Kirschenbaum, whose Mechanisms: New Media and the 
Forensic Imagination (2008) and Bitstreams: The Future of Digital Liter-
ary Heritage (2021) inspired the mode of formal and forensic material 
thought that informs my analyses. In particular, this work takes a cue 
from Kirschenbaum’s consistent attention to specifi cs: specifi c technol-
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ogies, specifi c authors, specifi c actants.68 I also bring to the table a work 
that is interested in computationally specifi c technicalities refracted 
through a cultural- studies (or cultural- phenomenological) lens.

As were Kirschenbaum’s, this book is also an attempt to move away 
from the phenomenon that Nick Montfort has dubbed “screen essen-
tialism,” the tendency that we have to privilege only the fi nal stage in 
the translation of digital texts into photonic forms.69 Certainly, in this 
work, I examine the role of visual display units. Such an angle enables 
my query of why whitespace is white in chapter 3. We cannot overlook 
the ways in which many digital technologies continue to privilege the 
visual mode, an aspect to which I turn in chapter 6. However, I am also 
concerned by the extent to which screen essentialism obscures the un-
derpinning historical and other- material realities, which oft en work in 
contradiction to the metaphors on our screen. Whitespace, for instance, 
wasn’t white in the earliest forms of papermaking or in early display 
technologies. Further, I show, on the one hand, how the development of 
specifi c screen ideologies and metaphors— such as the virtual page— 
have been historically conditioned by unexpected material correlates. 
On the other hand, I also show how material correlates are oft en less 
predeterminate than we might expect.

What will this book examine? Many branches of literary criticism 
focus on narrative, style, and interpretative eff ect.70 Material- textual 
studies further abstract this, inquiring about the enframing condition-
ing textual- materialities that alter our understanding of a work. For 
example, how and why does it matter that a scribe was left - handed 
and left  a diff erent mark down the left  side of a manuscript? What 
does the particular degradation of paper tell us about the historical 
worth accorded to a particular text and its preservation economics? 
Digital- material textual studies move one step further in this dialectic 
and ask similar questions of computerized objects. The questions I ask 
include: How does the term “whitespace” relate to the fact that early 
computer monitors were black? How and when was the virtual “page” 
born? What relation does that page have to the history of print pages? 
Are they the same histories? Should we preserve computer viruses 
when storing digital text, and how are they like real viruses? How did 
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the concept of a “code library” emerge from real- world library (that is, 
text- lending) systems? These metaphors condition how we think of the 
pasts and futures of digital text technologies.

A fi nal refl ection for this section: Many of the observations about 
digital text in this book could be said to apply to computational systems 
more broadly. Indeed, text is so central to “what we do” with digital 
systems that you can fi nd it in almost all corners of the virtual world. 
However, by using the frame of digital text, we gain a narrower entry 
point for such investigations while refraining from overly broad claims. 
I believe, though, that the wider arguments herein about computational 
metaphor are transapplicable beyond the limits of digital text.

Cultural Phenomenology
In addition to interacting with book history, this work deploys some of 
the methods that Steven Connor has grouped under the name “cultural 
phenomenology.” Connor has, on several occasions, articulated what 
this model means for his work. Perhaps most notably, in 1999, he wrote:

Cultural phenomenology would aim to enlarge, diversify and 
particularise the study of culture. Instead of readings of abstract 
structures, functions and dynamics, it would be interested in 
substances, habits, organs, rituals, obsessions, pathologies, pro-
cesses and patterns of feeling. Such interests would be at once 
philosophical and poetic, explanatory and exploratory, analytic 
and evocative. Above all, whatever interpreting and explication 
cultural phenomenology managed to pull out would be achieved 
by the manner in which it got amid a given subject or problem, 
not by the degree to which it got on top of it.71

Cultural phenomenology is the same as neither cultural studies nor 
cultural materialism. It instead has several characteristics that make 
it useful for a study of digital textuality:

 1. Phenomenology is a useful starting point as it “begins and renews 
itself in the resolve to resist abstraction, reduction and ideal sim-
plifi cation.” At the same time, Connor’s approach asks us to reject 
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the “mystical or neo- religious cast of some of the work practised in 
its name.” It is a rigorously materially and experientially grounded 
approach to the “shared conditions of making” that constitute cul-
ture.72 This point guides my exploration of computational envi-
ronments, with a promise never to make sweeping gestures to “the 
algorithm” or other nonspecifi c technological bogeymen.

 2. Cultural phenomenology is interested in how lived and embod-
ied practices refl ect back on representations, not just on how 
representations refract life. That is to say that “modes of life— 
collective as well as individual modes— are more important and 
interesting֪ .֪ .֪ . than styles, texts, images, discourses, and other 
modes of collective representation.”73 In digital- textual studies 
such as this, this means returning to the dialectic of design versus 
incorporated practice and how computers “write back” upon their 
users. It also involves the interchange of real- world and digital 
forms, bound together in metaphor.

 3. Histories of technology are explicitly among those that Connor 
lists as potential benefi ciaries of such a model and may already, 
albeit implicitly, be using cultural- phenomenological tactics. 
Tracing this back to Walter Ong’s 1967 The Presence of the Word, 
Connor writes that “contemporary work on the history of technol-
ogy, spurred clearly by our own curiosity, concern and intoxication 
with the fate of the body in the world of information technology, 
probably also belongs to a historicising mood concerning the 
body, which in itself may instance a kind of unconscious turn to 
the phenomenological disposition.”74

 4. Cultural phenomenologies weave together disparate areas within 
“a series of inveiglings” rather than “following a series of methods 
or frameworks.”75 Indeed, while this can lead, not least in Con-
nor’s own works, to a sometimes- meandering structure, it allows 
for the emergence of patterned webs of interrelation, oft en taking 
the form of unusual parataxis generated by etymological conjunc-
tion. In this book, for example, I move swift ly from analyzing the 
geopolitical structures of digital text and the internet to exam-
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ining the political metaphors of vision and “windows.” These 
areas may seem far removed from one another, or at a challenging 
distance. However, they are all linked by the overarching theme 
of digital textuality and a metaphor of political liberalism. This 
sometimes- jarring movement can force us to see new connections 
that were not, before, obvious.

 5. Cultural phenomenology seeks a “lexical vigilance” that avoids 
the routinized phrasings of critique. As controversial as Rita Fel-
ski’s recent interventions on postcritique may be, in which she 
tells us that many of the political formulations of literary criticism 
are predictable and ineff ectual, Connor appears to agree, exhort-
ing us to avoid the now- clichéd terminological terrains of critical 
theory.76 So no “performance- enhancing terms and metaphors: 
boundaries, sites (as in ‘site of struggle’), transgression, discourse, 
hybridity, subject- position, the gaze, identity, alterity, subversion, 
dominance, marginality, diaspora, decentring, totalising, foreclo-
sure, undecidability (especially ‘radical undecidability’),” and per-
haps, challengingly for my introduction already: “inscription.”77 
Indeed, given the strictures of disciplinary norms, such freedom 
from the regularized language of literary studies and book history 
can be diffi  cult to purchase. Hence, while I do not always succeed 
in this domain, I here aspire to such lexical vigilance.

 6. Cultural phenomenology is careful about its political claims. 
Connor was anxious articulating this in 1999 and it is perhaps 
even more diffi  cult now, but he contentiously asks: “What in mea-
surable terms .֪ .֪ .֪ has critical theory, however ‘radical,’ contributed 
to the problems of poverty, ignorance, starvation, racism, Third 
World debt, enforced displacement of peoples, environmental poi-
soning and genocide?”78 While not disregarding the importance of 
politics and of seeking radical theoretical perspectives that begin 
from the perspectives of injustice, there is also space for cultural- 
phenomenological investigations that begin from a diff erent point 
than the issues of “distributive justice” that lurk below the surface 
of almost all of our contemporary political iniquities. This book, 
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then, does not begin with questions of intersectional politics, such 
as Safi ya Umoja Noble’s important “Why are search engines racist 
and how can we make them less so?” or Mar Hicks’s crucial “Why 
were women eradicated from the industry of computer science?”79 
But this does not mean that there are no political implications to 
this work (it is not possible to discuss the history of public libraries 
without the history of the British Empire, as just one example, and 
it is not possible to write about whitespace without considering its 
links to racial discourses).

Each of these elements informs the analysis in this book, even when I 
do not adopt the mode in totality, and provides a framework for think-
ing about the histories of digital- textual metaphor.

The “So What?” Question
Finally, for this introduction: the relationship between structuration 
and digitality is unclear (i.e., it is not obvious that studying the digital 
production of text is just a further abstraction of conditioning possibil-
ities). It would be convenient, but perhaps wrong, to be able to claim 
that somehow the design of word processing soft ware or the texture 
of computer mice infl uences the types of literatures and texts that we 
produce and consume. Perhaps these elements may have some bearing, 
but it is subtle and far from straightforward. In chapter 3, I explore this 
variant of what is known in linguistics as the Sapir– Whorf hypothe-
sis (or the “hypothesis of linguistic relativity”) and its translation into 
technological determinism. In the world of language, the Sapir– Whorf 
hypothesis proposes that our language determines what we can think. 
In material- textual studies and its digital correlate, the thesis would 
insist that our digital systems determine what we can write. Indeed, 
were this the case, it would make the arguments in this book and the 
rationale for its existence more compelling. This is also the basic prem-
ise of Eric Chown and Fernandos Nascimento’s recent work, in which 
they posit that technology and its metaphors “are changing how we 
think,” and that “technological metaphors fundamentally alter cogni-
tive models and meaning.”80
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However, the relationship between our word processors and the text 
we produce on them is more complex than this. Kirschenbaum traces it 
elsewhere in the works of George R. R. Martin:

But knowing [which word processor Martin uses], even know-
ing something about its particular features and aff ordances as a 
word processing program, is at best a dim pretense for any real 
illumination of his fi ction.֪.֪.֪. It would take a lot of convincing 
for me to believe that Martin’s sentence structures (for example) 
are tied in any signifi cant degree to the specifi cs of WordStar’s 
keyboard commands.81

However, Kirschenbaum goes on to redeem such idiosyncratic knowl-
edge: “Any analysis that imagines a single technological artifact in a 
position of authority over something as complex and multifaceted as 
the production of a literary text is suspect.֪.֪.֪. [Hence,] we don’t know 
why it is important to know these things, but we would rather know 
them than not.”82 The situation is akin to a famous question posed in 
Shakespearean studies, when W. W. Greg rhetorically asked, and an-
swered, of his own fi ndings of the falsifi cation of several dates of a 
quarto: “What is the literary bearing of these new facts? . .֪ .֪֪Practically 
none.”83 Yet we would rather know them than not.

That said, these investigations into metaphor do have a concrete 
purpose and outcome. In asking where metaphors decompose, we pin-
point moments, or periods, of historical rupture and epistemic break. 
The transition that digital- textual metaphors make from partial mime-
sis to disconnected symbolism yields a way of understanding seemingly 
discontinuous historical change within a continuous framework. As a 
type of Foucauldian genealogy, such an approach works alongside the 
many other scholars in this domain who toil to ensure that we do not 
lose sight of the histories of technology that constitute our present.

This is all to say that, like much history, there is a type of nonutility 
to the knowledge imparted by this book, even while it enriches our 
understanding of histories of technology. Knowing, for instance, that 
Adobe almost canceled the virtual pagination of the PDF will not tell 
us anything directly about how people write or about the impact that 
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the virtual page has had on the reception of texts disseminated in this 
form. I do not doubt that this internal argument had eff ects. But those 
eff ects are diff use, multidimensional, and nearly impossible to tease 
apart. This evolution of the digital page is nonetheless part of contem-
porary digital- textual history. Further, investigating this change allows 
us to examine past imaginations of the future and to understand how 
material correlates interact with the development of new digital tech. 
Science fi ctions of the past can become histories of the present.

What, then, is the overall argument of this book? Do these theses 
on the metaphors of digital- textual history add up to a coherent whole? 
Each chapter in this work contributes a new understanding of its topic 
on the principle of metaphorical movement from description, through 
a “break,” to a prescriptive stance. In chapter 2, I turn to the history of 
the digital page, demonstrating how our metaphors of print are by no 
means guaranteed a digital aft erlife. While we like to think that met-
aphors of print directly condition digital- textual interface design, the 
illusory imagination that imbues interfaces with magic properties is 
stronger. In this chapter, I argue for the hybridity of metaphors in our 
understanding of digital pagination.

Chapter 3 extends this thinking further to examine the history of 
the term “whitespace” (a word used to mean empty space in text pro-
cessing.) This chapter sprang from a straightforward historical ques-
tion to which I wanted an answer: Why is whitespace called whitespace 
when most early computer monitors contained a black background 
with green text? The obvious answer that one might expect is: because 
paper is white. But this answer is wrong. The earliest surviving paper 
fragments are not white; they are stained due to insecticides. The story 
of how white paper came to be valued is linked to periods of iconoclasm 
and issues of religious virtue. However, it is also tied to ideas of “noth-
ingness” and what constitutes emptiness. As such, there is not only a 
parallel racial politics of paper coloration but also a curious link be-
tween the earliest punched cards and whether white background paper 
represents a positive or negative binary sign. As a result, the whiteness 
of whitespace can be traced back to player pianos and ideas of serial 
processing in computing systems. To mix a hybrid metaphor that will 
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become clear in the chapter itself, whitespace’s whiteness becomes the 
seriality of musical silence.

If the fi rst of these two content chapters deals with such mixed 
models, chapter 4 handles the international character of digital- textual 
systems and the ways that metaphors and practices have to traverse na-
tional boundaries. In this chapter, I draw on the historical operation of 
the Unicode consortium to show how the demands of international rep-
resentation have placed strains on the organizational tenets of digital- 
textual organizations. This includes the introduction of the kokuji (a 
Japanese kanji character) taito, the most graphically complex character 
in the Han system. Writing this character by hand requires eighty- four 
separate strokes, and hence one would expect it to be an early candidate 
for computational representation. However, it took until 2020 for this 
character to be introduced, demonstrating a strong Anglocentric bias 
in the main operations of the Unicode consortium. By contrast, there is 
also a character in the Unicode specifi cation for which nobody knows 
the use: ⍼. In a sense, “⍼” serves as a metonym for this book’s theme: a 
character that at one time must have had meaning but whose meaning 
is now lost to time. In this case, the documentation of a single, unifi ed 
character code specifi cation has left  much to be desired, and, in an 
international environment, digital history is seeping away before our 
eyes, even as it appears fresh and new.

Drawing on the work in chapter 4 on Unicode, chapter 5 extends 
this thinking further by examining how digital text can be considered 
multidimensional. It is, of course, evident that all writing has depth. 
The complex inscription of graphical marks on a substrate that trans-
lates into meaningful, ambiguous, polysemous communication and 
mental representation contains multitudes. Digital representations of 
text multiply the layers of dimensionality but also ask us to consider 
what we mean by the metaphor of “reading” in this space. The soft ware 
that transforms digital numbers into textual representations is a stan-
dardized “reader” that must “interpret” the underlying bitstream. As 
such, in some ways, a web browser is a type of “reader” that we should 
consider within the various paradigms of literary interpretation. Web 
browsers, though, can be good or bad readers, and there are diff er-
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ent commercial and soft ware reasons why they may “behave” within 
a particular readerly paradigm. This chapter then examines how we 
moved from the ideals of standards- based “good” readers to corporate- 
infl uenced misreading systems.

As chapter 5 ends with political remarks on why some companies 
design soft ware to read badly on purpose, chapter 6 opens by inviting 
the reader to consider the politics of digital- textual interface design. 
Most notably, this chapter asks and addresses the questions, What is 
the tension between standardization and idiosyncrasy, and how does 
this map onto a politics of individualism? The complexities of these 
questions lie in their entanglement with the history of digital acces-
sibility and the relatively late emergence of legislative and social de-
mands for standardization for disability access to web texts. However, 
then questions arise as to where “freedom” sits. What “freedom” have 
designers to implement new models for digital text versus the need for 
standardization so as not to disadvantage users with disabilities/dis-
abled users? As a quite seriously disabled individual myself, with mul-
tiple complex long- standing chronic health problems that impede my 
day- to- day activities, I struggle, personally, with the tensions inherent 
in viewing digital windows as allegories of political liberalism.

Yet political liberalism also conditions how we think of “libraries” 
in a computing sense, as I go on to detail in chapter 7. It is curious that 
we should “borrow”— to use another library term— this metaphorical 
terminology for the way that code is reused between applications (“dy-
namic link libraries,” “shared object libraries,” and “static libraries”). The 
reason this is important is that the originary functions and states of 
libraries have been sculpted into a false cultural imaginary that ob-
scures a great deal of their actual political history. Libraries have not 
always been public libraries from which anyone could borrow. Some are, 
indeed, not even lending libraries. As such, this chapter explores how 
this metaphor has infl uenced our programming and writing practices 
to the present day and how the library metaphor is infl uenced by the 
wrongly imagined history.

Finally, to conclude this book, I close in chapter 8 with remarks 
on the preservation, access, and use of our digital- textual resources. 



T H E S E S  O N  T H E  M E T A P H O R S  O F  D I G I T A L -  T E X T U A L  H I S T O R Y 27

Following on from chapter 7’s notes on the role and functions of librar-
ies, I note how international legal statute is not keeping pace with the 
requirements of access for preserved digital- textual material. Indeed, 
in the space of digital preservation and digital archives we encounter 
the strangeness of digital time (how curiously quickly unused digital 
artifacts become unpreserved) but also the oddness of the digital archi-
val genre. For, in preserving malware alongside text, we can see how 
the archive serves multiple audiences across multiple axes. This poses 
questions for the intermedia- ness of the material stored in such digital 
archives in a way that is not seen in conventional archives. For instance, 
nobody would suggest that a book containing smallpox virions should 
be stored in the British Library and that it is essential for historians 
to see the lethal virus spreading over the text, reliving the process of 
dying by reading it. However, the equivalent formulation is made for 
the preservation of computer viruses in digital- textual contexts, albeit 
with less severe biosecurity consequences. Again, the argument here is 
about how the metaphor of “virus” accurately (or otherwise) captures 
the same malign agents across spaces and becomes decoupled from 
real- world pathogens. Some computer viruses are, aft er all, lethal if 
they infect hospital equipment. However, in calls for their preservation, 
we see a strong divergence from print- preservation paradigms.

Throughout its eight chapters, this book asks the reader to ques-
tion the metaphors that partially condition our digital- textual inter-
faces. It is easy to be (overly) pedantic about where metaphor fails. But 
metaphor is simply a tool for understanding one domain in terms of 
another. To pick holes in metaphor endlessly is to ignore the fact that, 
as (ir)rational animals, we are capable of (arbitrarily) simply discarding 
parts of the metaphor that do not work. There does not have to be a 
guiding logic behind this process of picking and choosing. However, 
by asking such questions of these metaphorical constructs, we better 
understand the conditions under which all contemporary writing is 
produced, erased, and edited. By examining how, where, and why these 
metaphors “break” from their original contexts, we gain a historical 
understanding of how we become tied to digital- textual metaphors that 
no longer seem to work.
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T W O

T H E  V I R T U A L  P A G E  A L M O S T  N E V E R  E X I S T E D

“Page space isn’t a given, an a priori static entity.”
– johanna drucker, “Graphesis”

“NLS fi les were described as early as 1962 as ‘scrolls.’ ”
– thierry bardini, Bootstrapping

C O N T E M P O R A RY  C O M P U T I N G  T E E M S  W I T H  P H Y S I C A L  metaphors and analo-
gies.1 It is a virtual space of websites, windows, menus, icons, and point-
ers. Our internet resources, though, are pages. Our word processors 
open onto A4 sheets. Our scholarly articles are rectangular to mirror the 
common- book form of the Philosophical Transactions.2 The metaphor 
of the page, in particular, proliferates. There is an apparent reason for 
such prevalence of pagination metaphors in digital- textual production 
and reception. Even while we may smile as fi rst- time users of a com-
puter mouse are confused about why lateral should translate to vertical 
motion, it is too easy to assume that digital interfaces are transparent 
and obvious.3 Such assumptions lead to the well- known paradigm of 
supposedly intuitive interface designs, when really what is meant by 
“intuitive” (or, more correctly, “intuitable”) is learned behavioral pat-
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terns. As Jeff  Raskin puts it, “intuitive” means “familiar.”4 This is why 
computer interfaces become “more intuitive” as we use them more— 
for metaphor pertains to a familiar relationship that grows stronger 
through repetitious encounters.5 This trope of relation provides a way 
for new users to imagine how a digital interface might work compared 
to its physical correlate.6 Hence, through digital metaphor, we have 
virtual pages. Digital pages serve, then, in this mythology, as tokens 
of familiarity, habituating users to the electronic reading environment 
through analogy with known material forms.

However, the digital page has found many detractors. When thinking 
in the digital realm, commentators imagine that the page’s visual met-
aphor is damaging and that we must overcome its domination. Digital 
formats, writes Johanna Drucker, have a persistent yet frustrating “need 
to acknowledge the historical priority of books and to invoke a link with 
their established cultural identity.” At the same time, critics assume that 
“electronic ‘books’ will ‘supersede the limitations’ and overcome the 
‘drawbacks’ of their paper- based forebears,” as Drucker again puts it.7 
The metaphor, thinkers tell us, has become a constraint that limits com-
putational potential. The “Beyond the PDF” conference and subsequent 
series of events are evidence that there is frustration in some quarters at 
how physical pagination is “artifi cially” sustained in the digital realm.8 
(As though anything in the digital space is not artifi cial֪.֪.֪.)

Indeed, there is a prevalent antipagination discourse that sees pages 
as domineering, even in the physical world of print. Pages, asserts Al-
berto Manguel, exert a “tyranny” of format over the text they contain, 
a tyranny that we must resist: “The shape of a page,” he writes, “seems 
to cry out for counter- action.”9 Despite the very “idea of the book” 
being “the presentation of material in relation to a fi xed sequence that 
provides access to its contents (or ideas) through some stable arrange-
ment,” Henry Burton wrote, in 1636, to his readers of his frustration 
with ordered pagination.10 For him, pages created a situation where 
“the foregoing Examples are not orderly placed. Indeed it was the au-
thors minde that they should have beene otherwise.”11 For Shane Butler, 
the page is “conspicuous for the impertinence and arbitrariness with 
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which it repeatedly barges into the text, chopping up stories, sentences, 
and even words where it will.”12

This assault on the paginated digital document is long- standing 
and ongoing. Indeed, the aft ermath of the battle among Novell’s Envoy, 
No Hands Soft ware Inc’s Common Ground, and Adobe’s PDF format 
brought intense anxiety about enforcing the transmedial constraints 
of paper on digital forms.13 As early as 1993, Pete Dyson, who edited 
an infl uential report in the late 1980s on the state of desktop publish-
ing, voiced his worry: “My biggest concern with all of these document 
viewers is that they start with a printed- page image.֪.֪.֪. I believe docu-
ments should be formatted for the medium that they are intended for.”14 
This principle appears in many user interface design documents, which 
stress that “designers will be most eff ective when they design online 
manuals to fi t the electronic medium” rather than pagination.15

Antipagination sentiment has only grown since that time and now 
predominantly takes the form of attacks on the PDF format. The largest 
employer in Europe, the United Kingdom’s National Health Service, for 
instance, has a policy to “avoid PDFs” and their transmedia pagina-
tion.16 Reasons given to dodge this format include that paginated fi les 
“cannot meet the range of users’ accessibility needs.” Such formats, it 
is claimed, “give people a poor user experience, especially on mobile.” 
PDF fi les are also apparently “hard to maintain and update, so users 
may get out of date and unreliable content.” The fi les are also diffi  cult 
to track, which means that “it’s diffi  cult to collect data on how people 
use PDFs, and that makes it diffi  cult to identify problems.”17

Further, Guido van Rossum, the creator of the Python programming 
language, declared in 2014 that “PDF Must Die,” claiming that “bills, 
scientifi c papers, everything in PDF is harder to read than web pages.” 
The list goes on. By 2001, the critique of PDF and its pagination had 
gone mainstream, with prominent commentators such as Jakob Nielsen 
remarking on the format’s unsuitability for long- form digital reading.18

Despite these criticisms, the rise of digital pagination continues 
unabated, with the persistent artifi cial enforcement of the page’s “ex-
trinsic boundaries.”19 However, notwithstanding the proliferation of 
the digital page, the argument that I will advance here is that such 
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computational pagination was, at one point, far from certain. Indeed, 
the oN- Line System (NLS), created by Douglas Engelbart in 1962, used 
a totally diff erent set of metaphorical coordinates, referring to its fi les 
as “scrolls” and moving between scrolls as “jumping”; this was a far 
cry from pages and turning.20 There are also better media- historical 
forebears for the digital page than its print correlate. Wendy Hui Kyong 
Chun has rightly cautioned us that analogy is not a singular, one- to- 
one relationship but provides for messy and perspectivized lineages.21 
Some commentators, then, see a pathway from print media to digital 
forms, while others believe the route to be more meandering. For in-
stance, Roger Chartier wrote of “the revolution that has been predicted, 
.֪.֪.֪which transforms the book (or the written object) as we know it— 
with its quires, its leaves, its pages— into an electronic text to be read 
on a screen.”22 This “substitution of screen for codex,” writes Chartier, 
“is a far more radical transformation” than that instigated by Guten-
berg “because: it changes methods of organization, structure, consul-
tation, even the appearance of the written word.”23 Nonetheless, the 
question that this raises is whether it was ever a “substitution of screen 
for codex” in the virtual page’s lineage.

The remainder of this chapter performs a historical reinterrogation 
of three interrelated phenomena on the background of the digital page:

 1. Digital pages do not behave as do their physical correlates but 
instead mimic earlier historical forms of print that fused pagina-
tion, scrolling, and the tablet form.

 2. The relatively late development of PDF, now the most widespread 
transmedia digital pagination format, was almost abandoned by 
Adobe’s board of directors, who could see no audience for it.

 3. There are other more robust lineages of constraint for digital 
pages that come from cinema and television.

Drawing on new correspondence with the  PDF’s creators, the argument 
that emerges from these historical tracings is that nothing was sure 
about the development of pagination in the digital space. The digital 
page almost never came to the prominence that is now presumed.



C H A P T E R  T W O32

The Metaphor of the Page
“It cannot be assumed that a reader will properly 
understand what is presented on screen.”

– david m ckitterick, Old Books, New Technologies

Metaphors of pagination are omnipresent in computation. These 
metaphors also overlap with nineteenth- century cognitive analogies 
of memory (supplementing the long- standing biological analogies 
between reproduction and the printing press).24 To understand this, 
one must know a little about the workings of most contemporary 
computers. At base, contemporary classical (as opposed to quantum) 
computing systems work thus: a central processing unit (CPU) per-
forms calculations on stored binary digits (bits) in its registers. Var-
ious layers of soft ware and hardware then translate these bits into 
human- readable forms. The low- level hardware storage of these bits 
varies (among the most usual forms at the time of writing is the metal- 
oxide- semiconductor cell) but is called main memory or random- access 
memory— a neurocognitive metaphor (“memory”). The premise is that 
this fast and uniform- access- time recall unit can most quickly transfer 
its bits into a CPU’s “registers,” the place where the actual arithmetic 
takes place. Hence, digital data move from the slowest media (say, hard 
drives) into random- access or main memory and then into the CPU’s 
registers.25

However, as with many computational metaphors, the analogy 
to “memory” is textual as well as mental. Soft ware can “read” the 
contents of memory via the CPU. It can also “write” to this memory 
space. These inscriptive cognitive metaphors may seem fl awed. We 
do not usually think of our brains as mediately reading or writing to 
our memory to conduct calculations but instead consider the mind in 
much more holistic terms of unmediated access. Nonetheless, reading 
and writing are omnipresent throughout the history of mental meta-
phor. As far back as Plato, with Homeric and Aristotelian resonance, 
the mind was viewed as (or in opposing relation to) a wax tablet or a 
blank slate— inscriptive technologies.26 In the sixteenth century, as the 
printing press proliferated across Europe, a print- culture equivalent— 
the “blank page”— became prevalent in Western cultures for consid-
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ering memory’s operation.27 By the time of Locke’s Essays on the Laws 
of Nature (c. 1660– 1664), it was common to mix cognitive metaphors 
of tablets and paper within the same disjunctive clauses.28 The realist 
novel’s early history also advanced the march toward neural metaphors 
of legibility and inscription, combining narratorial claims for mental 
interiority with metatextual depictions of reading and writing. The 
prominent phenomenon of mind “reading” is another instance of such 
metaphorical incursion.29

Yet it is matters of timing that mark the emergence of the pagi-
nation metaphor in computer memory management. Because of the 
relative descending speeds of access (from register to main memory 
to secondary storage), computers address memory in discrete units 
called֪.֪.֪. “pages.” Moving data from main memory to secondary stor-
age to circumvent memory limitations is called “paging.” To ensure 
that programs can only access their own “pages,” computers create a 
“page” table as a security measure that raises a “page” fault when vio-
lated. (This is the equivalent of ensuring that one does not fi nd oneself 
inside a diff erent novel when one turns a book’s pages. It is a little like 
imagining pages as “force fi elds,” as Johanna Drucker encourages us to 
do, holding their contained elements in a dynamic tension of relation.30)

Pages in computer memory management unite two diff ering et-
ymologies of “page.” In the fi rst case, paging means “fetching” from 
storage. This use most likely comes from the sense of a page(boy), who 
would fetch someone.31 Pager technology also derives its name from 
this meaning of messaging and summoning.32 In the second context, 
computers frame, bind, read from, and write to pages. This meaning 
comes from pagina, derived from the notion of “fi xing” or binding.33 
The latter meaning is associated with the leaves and quires of the codex.

Computational memory “pages” share many features with their print 
cousins within codices. They are of a uniform size (the page “dimen-
sions”), we can access them at random (we can “fl ip to” them), and the 
content within the page runs contiguously in sequence (the “words”— 
another inscriptive term in computer memory management— are in 
the right order). In an instructive example, though, the metaphor only 
goes so far. The physical contiguity of memory pages to one another 
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is not guaranteed. The ordering is more akin to a “choose- your- own- 
adventure” or hypertext construction than a novel. This noncontiguity 
is a mode in which a chunk of “narrative” within a page is linear and 
contiguous. However, each page ends with an instruction to jump to a 
diff erent location in the “book,” and it is impossible to read, cover to 
cover, in order.

The virtual address of a computational memory page (imagine this 
as its page number) is distinct from its “page frame” (where you will 
fi nd it in the “book”/main memory). Indeed, there may not even be a 
page frame if the computer has offl  oaded the data to secondary storage. 
Like the scattered pages of B. S. Johnson’s book in a box, The Unfortu-
nates (1969), there is no guarantee of fi nding a page in order in computer 
memory, or even necessarily of fi nding it “in the box” at all.

Dennis Tenen has encouraged us to think of such ubiquitous com-
putational metaphors under the rubric of “speculative formalism,” 
which helps us understand “pagination” in the digital space.34 Specu-
lative formalism is a model that recognizes the mediation and friction 
of such metaphors. It is a framework that sees the Saussurean arbi-
trariness of skeuomorphic metaphors such as the computer “trash can,” 
which does not in reality “trash” the data on the hard drive. Moreover, 
it is a strategy that follows in N. Katherine Hayles’s footsteps, calling 
for analyses of material metaphors.35

Speculative formalism, then, is a model that acknowledges that 
“simulations ultimately embody specifi c power structures in an econ-
omy of exchange between physical and mental resources.”36 In other 
words, these metaphors are a compromise between pragmatic ease and 
the transparency of machine operation. Yet “what does it mean,” asks 
Tenen, “to turn a page in a medium that sustains neither turning nor 
pages?”37 What historical conditioning has led to the prevalence of the 
page’s visual metaphor in contemporary computing culture? What are 
the virtual page’s actual histories as a visual form separate from its 
nominal presence as a metaphorical digital touchstone?

Despite this prevalence of the metaphor in the computational envi-
ronment, pages are among the “most dramatically overlooked graphi-
cal forms” in Johanna Drucker’s appraisal.38 Critics note the deceptive 
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classifi cation of pages as “apparently self- evident graphical features of 
any textual work.”39 Bonnie Mak’s 2011 How the Page Matters, which 
conducts a material- textual reading of the fi ft eenth- century treatise 
Controversia de nobilitate, agrees. For Mak, “we have read the page”— 
and perhaps opposition to it— “too quickly,” and we are overly keen to 
see both the “print revolution” and the “digital revolution” as “discon-
tinuities in the history of books and reading.”40 However, what even 
are the characteristics of a virtual page? Can we defi ne such an entity 
in terms of its print predecessor? Writeable digital pages, for example, 
behave diff erently from those that are only readable.

That virtual pages have a direct ancestry to physical pages is an in-
creasingly less common view. However, the word processor, historically 
charted in recent days by Matthew G. Kirschenbaum, is designed, at 
least in part, to mimic book (codex) construction, even while augment-
ing traditional text- creation procedures. It seems logical that such a 
system would yield to the architect a virtualized model of the physical 
artifact that it will produce. However, due to diff erent fonts, text sizes, 
page dimensions, screen resolutions, zooms, and functional paratools 
(scrollbars), the content and fl ow layout of pages can be (re)written. 
These pages will not be the same across devices. Such shift ing pagi-
nation gives the lie to the idea that soft ware might be What You See 
Is What You Get (WYSIWYG). For instance, Xerox’s Bravo document 
creation soft ware in the 1970s had a disparity of resolution between the 
Alto machine on which it ran (which had a portrait screen orientation) 
and its printer output.41 Hence, the system became What You See Is Not 
What You Get (WYSINWYG). PDF explicitly aimed to address these 
problems of write fl exibility, scrolling fl ow, and the disparity between 
display and print. However, early inscribable digital “pages” do not ex-
hibit the basic defi nition of “boundness” to which I gestured above. 
Hence, these pages are hardly pages at all.

Instead, one of the most critical metaphorical incursions to rec-
ognize amid calls to vanquish the digital page is the well- recognized 
and conjoined role played by the scroll and the tablet. To begin with the 
scroll, as far back as 1999, Michael Heim noted that computing systems 
had adopted metaphors of “scrolling” as their primary descriptions of 
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reading, a metaphor that, for Heim, “takes us back centuries.”42 At the 
same time, newer old habits die hard. Even while computer systems 
deploy the scroll metaphor, they also slide between this mask of un-
ending seamless movement and that of discrete, discontinuous “pagi-
nation.” This perpetuation of the metaphors of older text technologies 
is part of the impulse charted by Jeff  Jarvis in which “a fi rst, sensible 
refl ex when faced with something so new is to try to adapt what came 
before, to revise and redesign old forms.”43

Thus, while the history of printing shows a long- standing move-
ment from continuity to the discrete, the metaphors become mixed: 
pages that scroll. Lev Manovich indeed famously noted that, in such 
a system, “cultural interfaces stretch the defi nition of a page while 
mixing together its diff erent historical forms.”44 However, such an as-
sertion is not strictly true; it is another instance of “the habituated 
confl ation between the page and the page of the codex.”45 This is be-
cause there is a similar story of mixed ancestry within the history of the 
material codex. As Manuel Portela writes, “One of the basic dualities 
of codex semiotics is the duality between fl ow (the scroll- like contin-
uous reading surface) and break (the discontinuity between pages).”46 
Hence, there was, historically, already an overlap in the metaphors of 
pagination and scrolling.

Superseding but overlapping with the scroll for both random and 
sequential access (and portability and economy), early Christianity 
adopted the codex as a marker of distinction from the familial Judaic 
scroll.47 Nonetheless, the digital coexistence of scrolling and pagination 
has parallels with this earliest form of the Biblical codex. Early Bible 
codices featured “a four- column page layout resembling a section of 
unfurled scroll,” mirroring the earlier paginae.48 While Isidore’s (c. 560– 
636 CE) infl uential Etymologies gives separate defi nitional histories for 
codex, and scroll, in reality the codex page was itself once a new media 
form that mixed its histories, inheriting its plural lineages from the 
intermediate stitched rotulet or roll form that is part book, part scroll.49 
It is the case that all old media formats “persist into the new medium 
before being modifi ed and replaced with new, better adapted, forms.”50 
Indeed, all subsequent combinations were “always already new,” to ap-
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propriate Lisa Gitelman’s wording.51 For it should not be forgotten that 
“the page off ers a vertical continuity” akin to scrolling and has done so 
since its inception, an evident fact in the embodied encounter with the 
codex.52 Of course, such periods of fusion and overlap are symptomatic 
of introducing any new (bookish) technology.

Scrolling occurs when the user amplifi es a portion of a virtual 
“page,” making the page itself a continuous entity. Hence, a bounded 
continuity of the discrete page is born, in which scrolling— which is, 
aft er all, akin to the sequential and oft en continuous nature of reading— 
fi nds itself juxtaposed with discontinuous turns and breaks. These con-
joined metaphors are now fi rmly ingrained within our techno- cultural 
imaginations. Indeed, critics retroactively describe the reorientation 
from lateral to mesial inscription (the change wrought by the codex 
in the scroll’s directional orientation) as “like the scrolling computer 
screen.”53 That is, earlier technologies are described in terms of those 
that came later, as would be describing a sundial as “like a wristwatch.” 
It is precisely because of digital scrolling that we now see something 
new in pagina or print columns.

The perhaps most essential key to understanding the strange 
(un)materiality of the virtual page, though, is grasping that its counter-
part, scrolling, was viewed as an unnatural or counterintuitive digital 
metaphor upon its introduction. As Kirschenbaum points out, the 1982 
Perfect Writer soft ware manual contains a diagram to explain scrolling 
to the user. This manual shows portions of rolled parchment inside 
the machine, behind the screen.54 Ryan Cordell and Elika Ortega also 
showed me that the 1983 Apple IIe personal computer manual had to 
explain scrolling. Apple showed users the supposedly off - screen, “in-
visible” portions of the document moving “beyond” the visual display 
unit.

Supplementing this messy history, contaminated by scrolling, is the 
digital page’s shared common ancestor, the wax tablet.55 This erasable 
form off ered many more opportunities than its fi xed, inked cousins. As 
Butler notes, such erasability played a large part in the political econ-
omy of ancient Rome. In particular, Romans conveyed social standing 
through nominal legibility and erasure. “No Roman citizen,” he writes, 
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“was so insignifi cant that he did not sometimes need his name to be 
written, and none was so powerful that his name could not one day be 
erased.”56 The digital page reinscribes this power of erasure and re-
writing atop a form— the printed page— that was supposed to provide 
a fi xity (palimpsests notwithstanding). Indeed, we do not have “page 
computers” but “tablet computers.” We have tabular scrolling, pages 
that scroll, and paginated tablets.

Digital pages, then, like their print counterparts, are not one thing. 
Some possess the infi nite rewritability of the wax tablet, while others 
attempt to enforce a write- once, read- many (WORM) paradigm akin to 
the preprinted page. When we open our word processors, we assume 
the former; we see a sequence of editable pages between which we 
scroll. When we read a preformatted PDF, say of a book, we assume 
the latter; we expect the content to remain consistent and disseminable. 
However, WORM in this context is not genuinely immutable. Instead, 
PDF soft ware acts as a type of technological protection measure, pre-
venting changes. Consequently, read- only digital pages appear more 
artifi cially constrained than their editable counterparts.

Hence, it is the friction of the metaphor that is of historical sig-
nifi cance for the presumed victory of the digital page. Despite our 
imaginations of familiar intuition, in the mid- 1980s world of books in 
which personal computing emerged, it was “not a straightforward or 
speedy translation from original to screen,” as David McKitterick puts 
it.57 Nonetheless, despite D. F. McKenzie’s assertion that the lossiness 
of virtual books represents a “theft  of evidence” in which too much 
valuable information was jettisoned, the problem for the transition was 
instead an overload of metaphorical evidence: of scrolling, pagination, 
and tablet forms.58 Thus, the virtual page required explication to users 
upon its introduction. Indeed, because of their messy metaphorical his-
tories, digital pages were hardly intuitive at all.

The Late Development and Cancellation of PDF
One of the reasons for a new history of digital pages is that it took a 
long time to adopt read- only electronic pagination, which contradicts 
the more widely known account and seeming common sense, from our 
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contemporary vantage point. There was, in fact, no enforcement of 
pagelike representation implemented at the outset of computational 
writing and reading. In actuality, it took until the 1990s to develop PDF, 
the soft ware technology that would enable this transmedia substitut-
ability. This delay was because computing soft ware technologies were 
explicitly not designed to replicate pages between devices.

Early computing systems developed in a distributed, piecemeal 
fashion with little coordination between manufacturers.59 Hardware 
and soft ware makers rarely collaborated to pursue the reliable repro-
duction of precisely paginated documents. Hence, homogenized page 
representation in the digital environment arrived belatedly due to the 
limitations of early computing systems. This reliance on material in-
frastructures sits at odds with the fl awed logic of the digital imaginary, 
which is one of abundance. As I have put it elsewhere, we sometimes 
erroneously believe “born- digital literatures [to be] abundant and over-
fl owing, disseminable ad infi nitum” merely due to their technological 
nature.60 However, the ability to reproduce digitally paginated artifacts 
between systems relies on the scarce underpinning resources of hard-
ware and soft ware development. It relies on scarce labor.

Nevertheless, even this imagined abundance contains the seeds 
of scarcity. Consider, for instance, the material prerequisites for the 
procurement of documents over the internet. Both parties must own a 
computing system with a visual display unit. Both parties must have 
the physical infrastructure necessary to access the internet. Upon a 
document request from a client, a server must fetch the document from 
secondary storage, move its contents into primary storage, then mod-
ulate the bits into a binary form for cabled transmission. The client, 
meanwhile, will perform the inverse operation, demodulating the 
pulses into primary and then perhaps secondary storage. The soft ware 
will then decode the received binary object into pixels on the screen or 
waveforms through speakers, ready for human consumption.

We call such transmission mechanisms, to which I will return in 
a later chapter, “nonrivalrous” because oft en, in transferring a digital 
artifact to another site, the original remains with the sender without 
degradation or loss.61 Like ideas, we can copy digital media indefi nitely; 
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we do not contest their ownership through material rivalry.62 However, 
the nonrivalry of the digital depends upon material economies of com-
puting and networking equipment. Indeed, “in practice,” as Hartley et 
al. put it, “there is always a limit to non- rivalrousness.”63 Without the 
owned, singular, and rivalrous artifacts— monitors, keyboards, speak-
ers, computers— it would not be possible to reproduce copies in this 
way.

However, critical in such systems is that the material items main-
tain substitutability, a type of rivalrous nonrivalry. It does not matter 
that two visual display units are not the same material object. What is 
essential is the malleability of the material object and its ability to re-
produce represented forms nonrivalrously. Contrary to the established 
narrative, this is not strictly a new phenomenon in the digital age. Ad-
mittedly, preprinted books do not possess such malleability, but blank 
paper and a Xerox machine do, albeit with the associated unit and time 
costs.64 Pre- inscribed scrolls did not yield nonrivalrous malleability, 
but the erasable wax tablet could. The rivalry of these predigital in-
scription surfaces is not diff erent in type to the rivalry of a computer 
screen— a malleable surface capable of reproducing forms without the 
loss of the original. What has changed is a diff erence in the degree of 
fi delity and speed. This change in degree has been underway for well 
over a century. As Walter Benjamin remarked in an over- cited passage, 
“In principle a work of art has always been reproducible. Man- made 
artifacts could always be imitated by men.֪.֪.֪. Around 1900 technical 
reproduction had reached a standard that֪ .֪ .֪ . permitted it to repro-
duce all transmitted works of art and thus to cause the most profound 
change in their impact upon the public.”65 Nonetheless, it was still dif-
fi cult to introduce such frictionless technology even aft er the advent of 
the computer screen.

Digital pagination in the form of a PDF introduced a transmedia 
substitutability to malleable digital surfaces for the fi rst time, even 
while it brought a read- only paradigm within the page context itself.66 
Indeed, the initial iteration of PDF, the Camelot Project, specifi cally 
aimed to solve two fundamental problems in the world of computer 
graphics and typography: (1) “how to build a computer representation, 
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in a resolution- independent way, of any printed page”; and (2) “how to 
represent text, and typefaces, that are compatible with a solution to the 
fi rst problem.”67

At heart, the problem was one of substitutability. The laser printers 
that John E. Warnock (a later founder of Adobe, the original developer 
of PDF) used at Xerox PARC ran at 240 dots- per- inch (DPI). Mean-
while, computer monitors at the time used a 72 DPI format.68 To solve 
this initial problem of scalability, Warnock and his team developed 
the page- description language PostScript (initially called JaM aft er 
John Gaff ney and Martin Newell, who worked on the project along-
side Chuck Geschke and Doug Wyatt).69 PostScript replaced the earlier 
manual system in which researchers at PARC had “laboriously craft ed 
type designs for each font size.” This earlier approach meant that “com-
plete type libraries would have to be constructed,” by hand, “for every 
new, diff erent- resolution device that might be invented.”70

The earlier manual approach created a situation where it was pos-
sible to display documents in a unifi ed way across diff erent devices, 
but only on the prerequisites of much tedious background labor and 
foreknowledge of future device specifi cations. Such a situation is akin 
to having wax tablets of fi ve diff erent sizes and knowing how accu-
rately to replicate an image across only those fi ve, provided one has 
undertaken extensive preparatory work. Another good analogy is the 
“progress” of inventing manual printers’ typesetting blocks. Such an 
advance moved from a situation where scribes could “vary the size of 
their scripts at will to conform to the format of the page they write on, 
just as they [could] vary script styles” to one where “typesetters [could] 
do neither of these things.”71 The analogous manual approach to com-
putational typesetting, in which fonts were created one size at a time, 
barely seemed an advance at all.

PostScript overcame the limitations of this more manual approach. 
However, PostScript was a Turing- complete programming language, 
bundling full- featured variable calculation that required a heavy- duty 
interpreter to sit on top of the fi le format. This fulsome feature set 
brought several drawbacks for the use of PostScript as a typographic 
and page- layout system:
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 1. The transmission of executable programs carries signifi cant secu-
rity risks in networked computing environments.

 2. Using complete programming languages to generate documents 
can result in infi nite loops and indeterminate pagination.

 3. It is impossible to “jump” to an arbitrary point in the page se-
quence without a total recalculation of the preceding elements.72

Most detrimentally, though, PostScript was slow. Indeed, Warnock had 
a contract with Steve Jobs at Apple to build the implementation for 
the LaserWriter, announced in January 1985.73 However, the examples 
that Warnock built “took over two minutes to execute on the Laser-
Writer,” and Jobs did not want to demonstrate this on stage in front of 
an audience.74

Adobe developed PDF as an enhancement of this earlier PostScript 
format. PDF solved the problem of viewing and printing the “same” 
document anywhere.75 Billed initially as Interchange PostScript (IPS), 
this format restricted some of the more outlandish and computation-
ally intensive components of PostScript and instead created a device- 
independent system that ran a purely graphical subset of the language. 
As Warnock describes it, he “went to work and used a trick [he] had 
developed that would fl atten all the loops and subroutine calls in the 
program into a fi le that would contain only graphics calls. This trick 
reduced the computation time from over 2 minutes, to 22 secs. Aft er 
doing this Steve [Jobs] demonstrated the fi le at the announcement.”76

To be clear, although subsequently enshrined as an open standard, 
PDF and Camelot were corporate and profi t driven. Adobe worked to 
“[consider] all the requirements of corporations regarding documents” 
and “to structure Camelot components so that they can be sold in ways 
that are useful to the corporations.” Thus, the institutional offi  ce envi-
ronment drove pagination in the digital space as much as did a digital 
fi delity to codex construction. PDF and Camelot also used a WORM- 
like, write- once- by- one, read- many- times- by- many paradigm of con-
sumption, a model in which “the distribution of information is to many 
people.”77 At this early point, Adobe did not mention mass peer- to- peer 
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dissemination or the facility for many creators to send to many receiv-
ers; they were still thinking in a print paradigm.78 They envisaged the 
early dissemination network as a spoke system that radiates outward 
from a relatively small number of hubs.

Critics have oft en assumed, given their contemporary prevalence, 
that PDF and digital pagination took off  immediately. John B. Thomp-
son, for instance, notes that “PDF quickly established itself as the de 
facto standard in publishing and in the graphic arts.”79 In reality, it did 
not. Warnock and Geschke write that they were “surprised” by PDF’s 
“slow growth.”80 In fact, in Warnock’s view, PDF was widely misun-
derstood at the time of its inception: “Quite frankly,” he writes, “the 
industry ‘did not get it.’ ”81

Most shockingly, despite some limited early adoption by the IRS and 
the US Centers for Disease Control, the Adobe board of directors sug-
gested that Warnock abandon PDF development. “I remember speaking 
with an analyst at the Gartner Group,” notes Warnock, “and she said: 
Why would anyone use this instead of just sending around ‘word’ fi les 
and ‘lotus 123’ fi les. She obviously did not understand the issues.” War-
nock believes that the early problem with PDF adoption “was to charge 
for the reader” instead of focusing on the creator side. Nonetheless, 
alongside the “explosive growth of the use of the internet,” Adobe’s 
commensurate success with PDF led to the de- skilling of the compos-
iting profession but also to the persistence of the digital page.82

The signifi cance of this new history is that writable pagination ar-
rived well before WORM- paginated formats such as PDF. While the 
former appeared early, PDF did not emerge until 1993. When PDF did 
arrive, Adobe almost canceled it for being commercially unviable and 
technologically undesirable. Despite the importance of such pagination 
in a transition from hot lead to computerized production, the publish-
ing industry did not grasp its potential at the time. The most widely 
used computer fi le format for document dissemination nearly never 
existed.
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New Resolutions
Several social and material suppositions lie beneath the creation of 
the PDF and other transmedia pagination formats. These assumptions 
have profoundly infl uenced our digital world. However, Adobe viewed 
them as mere engineering problems in the Camelot specifi cation. The 
fi rst is the assumption that “view and print anywhere” means that the 
digital document must have transmedia compatibility with print. As 
one example of this paradigm, Kathleen Fitzpatrick accurately writes 
that most e- book texts result from “simply translating texts from paper 
to screen.”83 In this respect, critics assert that the digital will never 
truly be “paperless” if it maintains the infl exible boundedness of digi-
tal pagination. For instance, in academic publishing circles, one of the 
core arguments that continues to maintain the supremacy of the PDF is 
the use of page numbers in citation styles. One can easily imagine any 
number of alternatives to pagination for reference purposes, some of 
which are already in use, such as paragraph enumeration. Nevertheless, 
almost all academic citation styles insist on a consistent page number 
between an electronic edition and its print- material relation.84 In this 
way, the metadata specifi cation constrains the type of object that can 
be cited and locks supposed intellectual legitimacy to format. However, 
I argue that it is not only this transmedia oscillation between print and 
digital that has most conditioned the virtual page.85

For example, consider that a particular page aspect ratio has come 
to dominate the virtual landscape of text production outside of the 
continental Americas: the ISO 216 A4 standard at an aspect ratio of 
1:1.414.86 At 210mm × 297mm, this sizing maintains the same aspect 
ratio as neither the UK A- format paperback (110 mm × 178 mm; 1:1.618) 
nor the B- format (129 mm × 198 mm; 1:1.534).87 Digital pages, then, 
at this ratio do not usually map onto the two most common sizes for 
trade book sales. The digital space must also accommodate the archi-
tectures of toolbars, scrollbars, and other functional apparatuses. This 
accommodation again reduces the screen space given to the actual 
page. The ANSI Letter format used in the United States and elsewhere 
uses 215.9mm × 279.4 mm, introducing another aspect ratio that is not 
the default for the digital page (1:1.2941), although it was replicated 
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by the original Alto display.88 As a result, the pagination displayed in 
word processors and then most commonly output into PDF format is 
an abstract rectangle, rather than any precise geometric equivalent of 
its usual print correlates.89 Most authors use a layout to write that is 
not the same spatiality as many printed outputs. Hence, Butler is only 
partially correct to note that “all that remains consistent from author 
to reader is the page’s basic geometry; its coordinates and dimensions, 
by contrast, inevitably shift .”90 For what is the basic geometry if not 
determined by coordinates and dimensions, which are varied?

The history of this choice of paper sizing can be traced back to 1786, 
when Georg Christoph Lichtenberg proposed, in a letter on October 
25 that year to Johann Beckmann, a system of paper sizes based on the 
square root of two (the A- series of paper sizes).91 This ratio has distinct 
commercial advantages when producing paper because the linear sub-
division allows for the least waste when cutting.92 Of course, given how, 
in Mark Bland’s terms, “we commonly sublimate the physical form of 
the book and suppress the connections between format and design and 
the history of their meanings,” this lineage has repercussions for the 
digital space.93

However, this matter of aspect ratios comes into confl ict with the 
history of display technologies. Various aspect ratios have evolved and 
seen widespread adoption throughout visual display unit development: 
4:3, 5:4, 3:2, 16:10, 16:9, 21:9, and 32:9. Of these, 4:3, 3:2, 16:9, and 16:10 
are the closest to the A4- page aspect ratio of 1.414:1. These latter ratios, 
adopted in contemporary widescreen monitors, allow for the simulta-
neous display of two A4 sheets side by side, except without the need for 
a zero- waste economy present in physical paper production’s folding 
and cutting. That said, as John Dagenais reminds us, one of the defi n-
ing remaining features of the virtual, as opposed to printed or codex, 
page is that it is usually seen in isolation as a single sheet, rather than 
as part of a dual verso and recto layout.94

There are, in fact, two primary historical determinants of aspect 
ratio sizes for visual display units: the print and the photonic. Early 
machines used line printers to produce a hard- copy output of their pro-
gramming on the former front. In this sense, all current computing sys-
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tems have a print legacy to their graphic display outputs. However, the 
paper form used by such systems was continuous (i.e., it was a type of 
scroll or rotulet rather than leafed paper) and it ran at 215.9 mm × 279.4 
mm. Therefore, there is greater continuity for this form with the scroll 
than the default A4 or Letterform of later word processing. The latter 
of these types— the visual display that we use now— is descended from 
early computational systems that used light bulbs to indicate internal 
register state. As the television took hold of home entertainment in 
a broader context, the earliest computer monitors adopted the aspect 
ratio from this popular entertainment form (4:3, from the arbitrary 
Academy Ratio of 1.33:1 standardized in 1932).95 Although this ratio is 
close to many paper forms, its development had no predication on docu-
ment production and consumption in A4/Letter or any other medium.96

A series of confl icting determiners and predecessors of current dis-
play technology and norms around digital pagination now come into 
view:

continuous paper through line- printing output akin to the scroll

A4- paper sizing based on root- two economies of physical paper 
slicing

4:3 aspect- ratio display technologies from television and fi lm 
environments

Importantly for the latter two ancestors, the relationship to economy 
is the inverse of the material paper environment. In the paper environ-
ment, the goal is to ensure that we waste no space when folding and 
cutting. By contrast, in the virtual environment, designers use spacing 
to alleviate eye strain and cognitive burden. Such spacing also, though, 
ensures that the perception of the virtual page is A4 or Letter. For, were 
the zoom to fi ll the entire screen, the rectangular nature of the virtual 
page would disappear.

We should also consider how the histories of the term “format” 
work in the space of digital pagination. Gérard Genette noted that 
“over time, the meaning of this word [‘format’] has changed.”97 The 
original terms of paper format referred to the folding techniques that 
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would distinguish the folio from the quarto, octavo, duodecimo, sexto-
decimo, and octodecimo. The name of the format “became a shorthand 
way of estimating” the “fl at dimensions of a book.” However, the term 
“format” shift s in the paperback, or livre de poche, era. At this point, 
it begins to represent notions of mass reproducibility and accessible 
reprinting.98 That is, the term “paperback” comes with connotations 
of mass accessibility— of an era when books are available to everyone. 
Page dimensionality and format then take on a political economy of 
demography, denoting the format’s reach in terms of class and wealth.99

File formats, by contrast, are not usually thought to refer to dimen-
sional size, although compression formats relate to storage space (a 
type of size that also comes with a cost). They instead refer to layout 
in memory of interpretable bits and bytes and the decoding routines 
required to render their contents legible to human users. Such thinking 
holds until we return to PDF and its multiple scaled resolutions that at-
tempt to make discontinuous histories of visual display units work as a 
homogenized format size, for a mass audience, on the World Wide Web. 
Visual display unit technologies condition the sizes of virtual pages. 
Hence, printed pages are not the determining ancestors of the formats 
of virtual pages. Instead, printed pages are just one competing infl u-
ence among many on the size and dimensions of digital pages.

Critics have long asserted that the persistence of the page in the 
digital era is due to a desire or need to replicate print. Indeed, this is the 
traditional way in which we conceive of all digital metaphors: they give 
us something from the material to supposedly recognize in the virtual. 
In some instances, such as newspaper production and other environ-
ments where the digital setup is there only to facilitate the production 
of print, this thinking holds. Digital fi les that maintain this transmedia 
pagination, harmonizing between digital and material, oft en continue 
to dominate for reasons of practicality, prestige, or encapsulation and 
portability, all of which are imported from print.

At the same time, seeking such continuity from the material to the 
virtual can mislead us.100 I have shown how pagination metaphors are 
more diluted, how format histories are more convoluted, and how the 
display media forms involved are more varied than the conventional 
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argument can accommodate. In the new history that I have traced, the 
path forks and winds a great deal more than might be expected, and the 
lineages, histories, and functions of these virtual pages are heteroge-
neous. A range of objects and forces condition the virtual page beyond 
its print correlate.

The prevalence of digital pagination— albeit in its estranged form— 
has also infl uenced other hardware designs. We have PgUp (page up) 
and PgDown (page down) keys on almost all computer keyboards 
worldwide that signify a movement through the document in the unit 
of a page (although this distance can vary). Note, though, that this is 
not “fl ip left ” or “fl ip right,” as we would in a book with pages, but more 
of the conjoined logic of discrete, rather than continuous, scrolling to 
which I referred earlier. Pages continue to fl ow, albeit top to bottom, 
not left  to right (or right to left ), in discrete yet continuous modes. One 
page aft er another is stacked in a vertical form. However, it is also 
worth noting that we also have a ScrLk (scroll lock) button on most 
keyboards. This key is part of a legacy function of alternation between 
controlling the cursor with arrows and controlling the movement of 
text fl ow. We further have the PrtSc (print screen) button that now 
captures a screenshot. That is to note that screens and scrolls have as 
signifi cant a metaphorical impact on our keyboard technologies as do 
material or digital pages.

E- reading forms also continue to evolve in ways that go beyond the 
traditional page and that are determined by diff erent material hard-
wares. New location markers in formats such as the Kindle untether 
reading experiences from the page’s traditional language and symbolic 
imaginary.101 This rootedness in text rather than page itself has possible 
precedent in biblical and philosophical discourses (such as the Bekker 
numbering used in scholarship on Aristotle or the Stephanus pagina-
tion for Plato). However, the proprietary nature of the Kindle’s location 
function has come in for critique on accessibility grounds.102 Such de-
vices also attempt to give a virtual sensation of relative placement, with 
their “progress” marker indicating the read percentage of a text. Such 
an indicator intends to replicate the haptic sensation of progression 
through a printed book. However, the inextricable imaginary interlock 
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between computer progress bars and the tedium of waiting for a task to 
complete lends an uneasy air to such an approach. Reading fi ction, for 
example, has a progress bar in the same way as does submitting your 
taxes digitally. Without care, reading becomes converted into a mere 
process to be completed.

There are also, though, retroactive questions to be asked of our print 
cultures from these divergent digital forms. As Jerome J. McGann puts 
it, we need “a thoroughgoing re- theorizing of our ideas about books and 
traditional textualities in general.”103 One of the questions we might ask 
from this work is: Do digital pages behave as material pages would if 
they could? Or is it more likely that material pages were always them-
selves trying to harmonize rival technologies of tablets and scrolls into 
new forms subject to incommensurable read/write demands? From 
the messy metaphors, hacked histories, and strained syntheses that sit 
behind our histories of digital pagination, a more careful interrogation 
of such features shows always- hybrid entities that emerge from com-
plex conjunctions rather than singular historical inheritance. Turning 
over a new leaf is more complex than it sounds.
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T H R E E

D I G I TA L  W H I T E S P A C E  I S  T H E   S E R I A L I T Y 
O F  M U S I C A L  S I L E N C E

M U S I C  I S  S O M E T I M E S  D E F I N E D  A S  a rhythmic blend of sound and silence.1 
Similarly, in information transmission, we must distinguish signal from 
background noise.2 And, in systems of writing and reading, whether 
electronic or manual, the graphic mark must be distinguished from 
the whitespace against which it derives its form. Yet how do we under-
stand this metaphor of digital “white” “space”? How did whitespace, 
this term that denotes digital emptiness, even become white? Does it 
matter? Is it a coincidence that the oft en most prominent keys on the 
computer keyboard— the space bar, return, backspace, and delete but-
tons, which take up the most space— are all concerned with creating 
blankness, with the generation of negative visual page space? This 
chapter thinks about emptiness, its digital whiteness, and its relation 
to digital typography.

At least one school of typography, derived from Beatrice Warde, 
has claimed that the role of typography should be to obviate itself— to 
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be “transparent” in some ways, leading back to a type of blankness. 
“There is nothing,” writes Warde in her relatively famous essay “The 
Crystal Goblet,” that is “simple or dull in achieving the transparent 
page.”3 In Warde’s thinking, the layout on the page, the formatting of 
letters, and other typographical features should be made “transparent” 
to the reader and off er instead a direct portal to the mental eff ect of 
words. Warde believes that the good typographer should disintermedi-
ate print with forms that draw no attention to themselves. In her view, 
the media form should appear transparent, even if it might still have 
complex subliminal eff ects. This chapter seeks to do the precise oppo-
site with respect to blankness itself. I wish to highlight the mediality 
of blank space and to undo the logic of transparency promulgated by 
this school.

Blank space, despite its blankness, is structured and functional. As 
a result, whole books, such as Laurie E. Maguire’s The Rhetoric of the 
Page, have been devoted to the “positive, creative potential of the blank 
in printed texts.”4 At the most binary taxonomic level, we might dis-
tinguish between a metaphorical blankness that is empty substrate (a 
blank page without ink or markings) and a blankness that is an absence 
of that substrate (say, a hole in paper where pages have been bound into 
a book).5 Adding a third party to this binary, in poetry, Emily Dick-
inson’s dashes have been construed as various types of nontextual/
nonlinguistic “blank,” despite their obvious textual presence and dif-
ferentiated weights. Dickinson’s “blanks” are diff erentiated from one 
another and have their own unique characters. They are also a “blank-
ness” signaled by a presence, instead of merely an absence. Further, 
in this vein, Heather Wolfe, the curator of manuscripts at the Folger 
Shakespeare Library, has cataloged the diff erent types of holes that 
survive to this day in Early Modern English manuscripts.6 There is 
even, it turns out, a volume dedicated to categorizing the forms of emp-
tiness in damage entitled Catalogue of Damage Terminology for Works of 
Art and Cultural Property: Paper.7

For the reader curious about how a Celestial Emporium of Benevolent 
Knowledge for holes might appear, Wolfe is instructive:
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Human- caused, pest- caused, holes formed through errors in the 
production stage and at the use stage, holes caused by the pas-
sage of time and exposure to the elements, holes caused by wear 
and tear and rough and tumble, holes intentional and uninten-
tional, holes created for authentication, obliteration, binding, 
and fi ling. Wormholes, rodent nibbles, burn holes, letterlock-
ing slits, pin holes, pricking holes for drawing straight lines, 
pouncing holes for tracing and drawing, sewing and stitching 
holes, volvelle holes, holes caused by the breaking of seals when 
unlocking letters, “casement” holes in templates.֪.֪.֪. Holes as 
apertures, holes as damage. Holes as information management, 
holes as information mismanagement.8

Paul Reynolds also provides a “glossary of holes,” although his defi ni-
tions seem more poetic than factual.9

Blankness, in its many forms, also holds historic economic and cul-
tural import. As Henry R. Woudhuysen notes, there were many reasons 
to leave a leaf or page empty even in the early modern period, when 
this was an expensive business. Indeed, given that paper was the most 
costly material in the printing process and because compositors were 
paid “proportionately the same amount for ‘setting’ a blank page as 
for a page crowded with justifi ed type,” blank pages might seem to be 
profl igate lunacy.10 However, this is not really the case, as blank pages 
at either end of a volume served to “stop damage to a book’s vulnerable 
ending.”11 Empty pages worked as safety buff ers for the print within, 
justifying their economic merit. Of course, empty space was never just 
for protection, and there are instances of it as waste. David McKitter-
ick, for example, has charted instances where typesetters left  space for 
illustrations that were never provided.12 Also, every page has a margin, 
an offi  cially empty/blank space framing its content, which seemingly 
invites readers to make their own mark on the work.13

Several authors have also considered what it means to write in the 
same color as a background page— that is, writing that is not distinct 
from the substrate. Tangentially, when expressing the diffi  culty of writ-
ing without suff ering, the controversial (for his antifeminism) Henry de 
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Montherlant famously put it that “happiness writes in white ink on a 
white page.”14 This refl ection has even prompted an entire work of phi-
losophy dedicated to understanding the role of pain in the production 
of artistic creativity titled Does Happiness Write Blank Pages?15 While 
the default backing color here is assumed to be white— the perennial 
signifi er of absolute emptiness— Teju Cole is among a group of writ-
ers who nimbly invert this schema. For Cole, the quintessential black 
undersurface is “carbon paper,” which sits between white sheets but 
conveys a copy of the message.16 However, Cole notes that while most 
users of carbon paper believe that they end up with two copies, there are 
in fact three. Cole writes, “What I had not noted at the time was that 
on the black paper there was a third copy of whatever had been written. 
The֪black paper was ridged and marked with all the original handwrit-
ing. Black on black, full of meaning, but shaped by absence. The black 
paper was the ghostly record. Black on black, secretly sensible.”17

From a work about the meetings of cultural and racial blacknesses, 
Cole asks us not to discount the intermediate black paper as a trans-
parent medium involved merely in the transposition of white culture to 
white culture. Also important, of course, for this metaphor is that the 
material brought across the carbon- paper color divide (for it is at the 
same time a separator) is black. Carbon paper does not transport white-
ness from one sheet to another; it transports black marks, even if the 
underlying surface on which the now- agential carbon paper “writes” 
must be white.

However, such a separation of text from background strata is the 
mainstay of most contemporary digital image/text processing. For ex-
ample, for optical character recognition to work, the soft ware must 
distinguish text from whitespace. Hence, while, as I noted in chapter 
2, the history of the page in digital reading and writing took a winding 
and forking path, recent scholarship on graphical approaches to the 
page has recognized this digital- visual complexity. Andrew Piper, Chad 
Wellmon, and Mohamed Cheriet, for instance, have highlighted the 
importance of the page’s visuality. In their work, they draw the atten-
tion of contemporary book historians to the fi eld known as document 
image analysis (DIA). DIA is a discipline that, in contrast to at least 
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some bibliographic work, views the page as a more holistic image, an 
approach that moves “away from a text- centric understanding of the 
page.”18 Nonetheless, the very purpose of DIA is, in some senses, to 
return to a text- centric understanding. For instance, in their detection 
of footnotes, Piper et al. look to measure “the relationships between 
lines and white space as a way of identifying the location and presence 
of footnotes.”19 Thus, while, in some particular ways, this approach is 
not text focused, the breakdown of the page’s visuality into a binary of 
“a single vector of black/white pixels” has but one function: to separate 
text and other semantic markings from whitespace in a binary fashion. 
Indeed, the technical paper behind the method notes that “each docu-
ment image is represented by a concatenated image of its two top text- 
lines and two bottom textlines,” which nonetheless has a textual (if not 
linguistic) centricity.20 The basic fact of the matter is that, at heart, we 
usually want to “detect” whitespace only to discard it in favor of text.

Such discarding of whitespace forms part of the lossy culture of 
digitization that many book historians have decried. As Piper puts it 
elsewhere, “The losses that accompany scanning, not only to the tex-
tual integrity of the book through optical character recognition and 
its many errors, but also to the historical knowledge that such objects 
convey,” can make all digitization “seem like a threat or endangerment 
to knowledge.”21 Examples of such losses include stain marks, creases, 
bleed- through, and other cues that can serve as clues for the book histo-
rian. By treating such space as uncontoured whiteness in the transition 
from physical to digital, we lose a great deal of valuable historical in-
formation about textual production. This also exposes another impor-
tant distinction. Physical whitespace is detailed and readable. Digital 
whitespace aims at homogeneity and genericity.

There is, however, potential creativity in our processes of digitiza-
tion; it is not all negative. Ryan Cordell, for instance, asks whether it 
is “reasonable to say that machines can compose— in the bibliographic 
rather than authorial sense.” That is, we should consider whether ma-
chines can be considered fallible typesetters, thought of as “a species 
of compositor.”22 I have made a similar argument in my study of the 
compositing of Jennifer Egan’s fi rst collection of short stories where 
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it seems that optical character recognition (OCR) errors crept into the 
second printed edition.23 Nonetheless, a crucial but assumed function 
of this OCR typesetting process is distinguishing marks on the page 
from the page itself. Hence, when Rose Holley describes the function 
of OCR as dividing “the page into elements such as blocks of texts (col-
umns), tables, images, etc.,” there is an even more fundamental under-
lying divisive process. OCR must separate the “whitespace” of the page 
from all other elements. As Holley notes, “OCR soft ware is still reliant 
on there being a clear contrast between black and white to be able to 
distinguish what is text and what is background page.”24

Importantly, in many OCR contexts, a computational compositor 
cannot always easily distinguish text from the whitespace background. 
While it is usually easy for humans to tell whitespace and text apart, 
page bleeds, “dirt specks, stains,” and variable inking weights make 
this classifi cation process more computationally diffi  cult than might 
conventionally be assumed.25 If whitespace were unequivocally empty 
in the physical domain, this distinction would be a simple task. How-
ever, whitespace is not empty.

While I will consider and query the term “whitespace,” there is an-
other vital point to consider for meaning and overload. When printed 
on white paper, black textual characters add semantic depth to the 
sheet. As words and characters appear, they bring meaning. Even when 
we overprint multiple text strings atop one another, there is a growth 
in semantic context and understanding. As the words proliferate, ever 
greater possibilities for meaning emerge, as seen in the works of vari-
ous typographer- poets, such as Hansjörg Mayer.26 However, at a certain 
point in an overprinting process, as words become indistinguishable 
from one another, the printed letters return the textual surface to an 
originary state of disarray. There is a point beyond which overprinting 
no longer conveys new meaning but instead “blanks” the canvas space. 
This overload is a return to whitespace in a diff erent color from the orig-
inal page space. That is to say, absence and total saturation are two poles 
that meet in a horseshoe topology rather than two ends of a straight- line 
spectrum of opposition.

From these initial remarks, and leading on from the discussion 
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of visual display units at the close of chapter 2, this chapter interro-
gates the histories, conventions, namings, and uses of negative space 
in computational- textual environments. This chapter sequentially 
examines three aspects of whitespace and the physical metaphors/ 
 constraints that play in this area:

 1. The transition from white paper page surface to black- background 
terminal visual display units

 2. The composition and display of margins, tabs, and other 
whitespace

 3. The Unicode system’s variable characters for diff erent whitespace 
widths, including analogies to em-  and en- spaces but document-
ing and noting the twenty- fi ve diff erent types of whitespace char-
acters provided for within the specifi cation

This chapter touches on many aspects of the neglected importance of 
whitespace. For whitespace is signifi cant. Indeed, one of the most prev-
alent, and possibly among the most important, computer programming 
languages of the past decade— Python— uses whitespace as its dis-
tinctive syntactical marker that determines logical code fl ow. Further, 
nondisplay control characters— a kind of “negative space”— such as the 
LTR (Left  to Right) and RTL (Right to Left ) characters— are crucial for 
the correct display of languages beyond the Anglocentric defaults of 
computational character fl ow. While much other work has examined 
the idea of the blank— in, say, “missing words, empty brackets, censored 
lines,” or the use of “etc.”— this chapter focuses on the background 
space of the page that is omnipresent as a textual precondition.27 For 
our computational whitespaces contain depths that may lie invisible 
but that can nonetheless be [].

Why Is Space White?
Part way through his 1850 epic  Moby- Dick; or, The Whale, Herman Mel-
ville’s narrator, Ishmael, famously refl ects on the color white:
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Or is it, that as in essence whiteness is not so much a color as the 
visible absence of color; and at the same time the concrete of all 
colors; is it for these reasons that there is such a dumb blankness, 
full of meaning, in a wide landscape of snows— a colorless, all- 
color of atheism from which we shrink?28

While the context for Ishmael is his horror at the “whiteness of the 
whale”— the aspect of the creature that “above all things appalled” 
him— the nature of whiteness has long been an object of philosophical 
study.29 Is whiteness everything or nothing? Is white even a color?

The etymology of “blank” is well charted by the aptly named 
Thomas White. Old High German blanch developed from the Germanic 
*blangkaz, meaning “to shine, dazzle,” an extended form of the Proto- 
Indo- European root *bhel- , meaning “to shine, fl ash, burn.” Blankness 
appears, therefore, to have developed from denoting a bright, luminous, 
and distinct quality to the predominant modern meaning of an absence 
or lack of any content or attributes.30 Helen Smith likewise plots the 
ways in which “the blank receptiveness of paper is a longstanding trope 
with a rich early modern heritage.”31 This ranges from the “faire paper” 
of Othello to Jacques Derrida writing of the “whiteness of writing.”32

But the medieval uses of “blank” to which White and others turn 
chart a path between these defi nitional poles. Aligned with the der-
ivation of blanc(h) to “white,” “the predominant meaning of ‘blank’ 
in Middle English appears to be that of whiteness, a meaning largely 
obsolete by the eighteenth century.”33 That is, language developments 
strongly indicate an affi  nity between blankness and whiteness.

However, importantly for the subject of this chapter, computational 
whitespace was not originally white. Because Microsoft  Word now 
yields to us a white starting page, there is a temptation to believe that 
computational whitespace simply seeks to mimic print structures that 
used whiteness as their blank substrate. Yet computer monitors did not 
start out with black text on a white background, even if Joseph Lick-
lider wanted, in 1965, to have “a color display֪.֪.֪. if possible, or, if not, 
a black- on- white display.”34 Instead, though, as Matthew G. Kirschen-
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baum notes, “the letters” began as “green or amber on black, then (im-
probably) grey on blue, and (eventually) black on white.”35 The earliest 
computer monitor whitespace was black.

Punched cards, the computational predecessors to keyboards, are 
even stranger with respect to their blankness and “whitespace.” In 
a punched- card system, a series of holes convey instructions: either 
there is a hole or there is not a hole. These correlate to either a posi-
tive or negative signal— the binary on which computers operate— and 
are taken, in punched- card systems, to represent a series of character 
encodings. However, in punched- card systems, is the hole a zero (neg-
ative) or a one (positive)? You might expect that the hole— the absence 
of the card, pure negative space— would represent a zero. This is not 
always the case, though. In some prevalent punch- card systems, such 
as the eighty- column IBM card, the hole represents the number to be 
designated, a positive, while the card represents a negative. So, in this 
system, to represent the number 2 you put a hole in the column for 
2.36 Of course, one could invert this and say that it is a “punch” that 
represents a positive, rather than “a hole.” But the fact remains that, 
in this context, we reach a point where actual blankness (the hole) de-
notes positivity while the white “space” of the card (the presence of the 
substrate) stands for zero.37

These facts demonstrate that the whiteness of computational 
whitespace is culturally and ideologically, rather than just materially, 
produced. To understand why computational text processing uses the 
term “whitespace,” and whence it came, we must evaluate several con-
verging lines of social construction:

 1. How and why paper, the underlying supposed object of mimesis, 
became white

 2. How and why white became seen as a noncolor as part of a phil-
osophical and religious reorientation around a white- black- gray 
axis

 3. How and why visual display units progressed from black sub-
strates to illuminated white backgrounds
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Taken together, these complexly intersecting historical materialities of 
white substrates, cultural reorientations of polychromatic spectrums, 
and religico- symbolic discourses of purity all align to make whitespace 
white.

Paper, the Chromoclasm, and Color Perception
Although I noted, in the preceding chapter, that the virtual page does 
not simply attempt to replicate the physical page, it is clear that the 
histories of paper have infl uenced the digital writing space to some 
extent. A good fi rst question, then, is: Why is paper white, and when did 
it become so? Intriguingly, book and media historians do not know the 
defi nitive answer to this question, although we have some rough ideas 
about practices in some parts of the world.38 For instance, as Heidi 
Craig points out, “England had no native white paper industry to speak 
of until the late seventeenth century.”39 It took the 1774 discovery of 
chlorine to advance white papermaking in the English context.40 Yet 
we also know that, in Italy, in the mid to late eighteenth century, at 
least one prominent papermaker, Pietro Miliani, had a “preoccupation” 
with the “ ‘whiteness’ of his papers,” achieved by lengthy washing with 
spring water to whiten the rag pulp.41

It is also true that “white” consists of a variety of shades and hues; it 
is not one single absolute color. As Orietta Da Rold puts it, the question 
we should perhaps ask is: “How white was white paper?”42 Or, in Joshua 
Calhoun’s formulation of the subcategories of a supposed “pure” white: 
“The page space around and between words, frequently referred to as 
‘white space,’ is anything but white.”43

The obvious assumption is simply that white and black provide 
the greatest contrasting paradigms between ink and substrate, lead-
ing to the highest legibility. The assumption here is that white paper 
with black text is “easiest on the eye.” However, this is defi nitely not 
true. As Jonathan Senchyne shows, a mid- nineteenth- century survey 
reported considerable consternation about this contrast, noting that 
“brown paper preserves the eye better than white.” The report refers 
to pure white paper, unfl atteringly, as “glaring.” Senchyne also cites 
a widely reproduced report from Scientifi c American that states that 
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“white on a black [back]ground is more distinct” than vice versa.44 In a 
similar vein, Da Rold gives details of the history of this claim that white 
paper damages one’s eyesight, including how William Caxton “lost the 
‘corage’ of his younger age and feels the pain of a wary hand, ageing 
body and fatigued eyes from too much looking at white paper.”45 Hence, 
the seemingly straightforward answer that white and black were simply 
perceived as opposites with the greatest functional contrast (and, there-
fore, the least strain on the consuming body) has not been universally 
true over history.

Many historical accounts of the development of paper note that, 
at some unspecifi ed point, there was a divergence in which paper for 
writing becomes white, while diff erent colors are used for other func-
tions. For example, Mark Kurlansky writes that, in British papermak-
ing, “white paper was for printing, and industrial paper, usually brown 
or blue, for wrapping, packaging, and encasing fi rearm cartridges.”46 
That said, much of the more recent history of papermaking in Europe 
is derived from the history of white papermaking. As Richard Leslie 
Hills puts it, “Coarse grades of paper and, in particular brown paper, 
were used as a wrapping material from a very early time but, such is the 
nature of this use that we have few details of it because most has been 
thrown away. Our history of papermaking derives principally from 
white paper because laws, contracts, accounts, etc. have been written 
on it and preserved in archives.”47 Importantly, though, papermaking 
in Britain and Europe was born under a diff erent set of conditions than 
its older Asian counterparts.

Paper— one of the most signifi cant technological advances of all 
time— was invented in ancient China.48 Many accounts attribute its 
creation (or at least the refi nement of its manufacture) to the court 
eunuch Tshai/Ts’ai (Cai) Lun in the second century CE.49 In reality, 
though, as Tsien Tsuen- hsuin has documented, archaeologists have 
discovered paper fragments in North and Northwest China that date 
back to at least two or three centuries earlier. This preceding form of 
paper was not originally created solely for writing. Instead, its var-
iegated roles included uses “in the fi ne and decorative arts, at cere-
monies and festivals, for business transactions and records, monetary 
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credit and exchange, personal attire, household furnishings, sanitary 
and medical purposes.”50 Paper is a multifunctional cultural tool that 
is embedded within a diverse set of social contexts.

The reasons for paper’s emergence and uptake in China are many. 
The ready availability of water and tree fi bers, coupled with washing 
techniques that used a mold, could have contributed to accidental early 
discoveries. The rapid adoption of paper in China compared to Europe 
can be explained by the fact that European parchment and the more 
durable papyrus were not available in China. Hence, in the Chinese 
context of replacing the infl exible bamboo and expensive silk that had 
come before, paper had a considerable advantage.51 It was through the 
so- called Silk Road that paper proliferated into Central Asia and Arab 
regions.52 This early emergence of paper laid the groundwork for Chi-
na’s development of printing long before Gutenberg’s press in Europe.53

It is easy to assume that all paper is of a light hue because of the 
organic fi bers from which it is composed. This is not wholly true. Both 
historically and now, making paper consists of matting or felting fi bers 
onto a screen in a water suspension. This fi brous approach to paper 
also helps us to understand the shared etymology of text and textiles. 
Once the water has drained away, the mat of fi bers is removed from 
the screen/mold and dried.54 In early Chinese papermaking, bast fi bers 
were selected for their durability, including hemp, jute, and fl ax.55 One 
of Cai Lun’s innovations was the routine addition of tree bark and hemp 
ends into this papermaking process.56 It is correct that with the addi-
tion of such bark, “paper became not only thinner but whiter.”57 It is 
also true that the earliest surviving specimens of Korean paper exhibit 
a glossy whiteness, most likely from beaten paper mulberry bark.58

However, in ancient China, early papermakers used a set of dyeing 
processes to protect the sheets from insect damage and for artistic pur-
poses. These processes resulted in red and yellow paper. For instance, 
the dictionary Shih ming from around 200 CE defi ned the word huang 
as “dyeing paper.” A third- century- CE commentator, Meng Khan, 
noted that paper at this time was dyed yellow, apparently using a liquid 
from the Phellodendron amurense (cork tree).59 While this process ap-
pears designed to protect the paper from insect damage and to create 
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a glossiness, it had a side eff ect of changing the color.60 One of the 
earliest surviving papers from Tunhuang that exhibits this dyeing is a 
twenty- six- foot- long roll providing a commentary on the Buddhist text 
the Vimalakīrti nirdeśa sūtra. Crucially, part of this roll of paper is miss-
ing the dyeing eff ect and so, as Lionel Giles notes, “at the very end the 
original whitish colour is visible.”61 The preservation of this coloration 
is signifi cant in demonstrating the base, white hue since white paper 
made later in Europe tended to turn brown due to cellulose’s lignin 
content.62 Possibly even earlier than the use of the cork tree’s yellow dye 
was the mixture of lead, sulfur, and saltpeter (known as litharge or red 
lead [hung tan or chhien tan]). Treating sheets with this solution results 
in paper that is toxic to bookworms but that is also bright orange (wan 
nien hung, or “ten- thousand- years red”).63 Hence, the earliest functional 
papers in ancient China are unlikely to have been white when in any 
usable state. They were orange, red, and yellow.

Dyeing paper was not merely a preservation practice in ancient 
China. Decorative coloring was also widespread. For example, Meng 
Khan, mentioned above and from the third century CE, describes an 
artifact from the fi rst century BCE as a “silk- paper dyed red for writ-
ing.” In the period 25– 220 CE, princes at court received maroon and 
bright red paper sheets on their investiture. In the fourth and fi ft h cen-
turies CE, “peach- blossom paper” in green, yellow, blue, and red was 
used in Szechuan, while ten diff erent colors were available in the Tang 
dynasty. These colors were usually added aft er production by dyeing in-
stead of augmenting the pulp with pigments. There are also records of 
people deliberately staining sheets to imitate aged paper for forgery.64 
(And, indeed, one of the earliest visual interface metaphors designed at 
Apple for demonstrating the age of documents was a “staining” eff ect 
of “fading to yellow.”65) There is relatively little mention of white paper 
in these early ancient Chinese accounts.

Arabic cultures heavily intermediated the worldwide spread of 
paper, introducing “rag paper” made from linen scraps.66 This form 
was then brought to Spain and Germany over the following centuries 
and became part of industrialized paper production. Again, during 
the medieval period, paper was not really white. As Thomas White 
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puts it, “The equation of blankness or blank space with a default, fea-
tureless, even primordial ground of inscription overlooks the extent to 
which the preparation of any page or writing surface is the result of 
labour- intensive, time- consuming processes. Further, for the medieval 
and early modern periods in particular, these processes produced not 
pristinely white pages, but rather multihued surfaces that, before the 
addition of any textual content or evidence of their passage between 
scribes and future readers, preserve the continuing memory of their 
existence as animal skin or plant matter.”67 Indeed, it is true, as Elaine 
Treharne and Claude Willan note of a predecessor to paper, that the 
“fi nest vellum is bright white.”68 However, of particular signifi cance is 
that new techniques for papermaking— that relied on rag collection— 
meant that, in Europe, papermaking became associated with rag-
pickers, individuals of very low social standing.69 As a result, paper’s 
whiteness began to take on an ethical hue. As Adam Smyth  phrases 
it, “early modern culture was preoccupied with the life story of paper: 
where it came from, where it might end up, and, sometimes, the moral 
lessons that such itineraries implied.”70 Thus, papermaking began to 
expose a classist rift  between the “base origins” of recycled clothing 
and a supposed “loft y calling” in the world of ideas and writing.71

For Lothar Müller, the need to distance the substrate of cultured 
and sacred writing from the crude social status of ragpickers led to 
the valorization of “fi ne, smooth, white paper” within religious sym-
bolic contexts. In his view, this “transformation of a base, contemptible 
material into a snowy white writing surface fi t comfortably with the 
religious schema of the purifi cation and conversion of humanity’s cor-
rupted nature.”72 Nonetheless, however, as Calhoun shows, despite the 
assumption that paper from his period has been “discolored by age,” 
in reality “many of the brownish pages we encounter in archives have 
actually retained coloring from their production.” This is especially 
due to the fact that “the rivers that provided water for paper mills were 
not always pristine, especially in the spring (when they ran muddy).”73 
It is also important to note that seasonal and environmental factors 
can condition the coloring of paper. As Orietta Da Rold points out, 
“The outside temperature seems to have had an eff ect on colour: cold 
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temperatures would make whiter paper.”74 The result of this is that 
“paper made during the winter months might have a better quality and 
be whiter.”75

Indeed, the eventual emergence in Western cultures of ultrawhite 
paper and black ink is part of a stunning reconfi guration in color per-
ception that begins around the fi ft eenth century and that centers on 
Protestant moral codes. Specifi cally, as Michel Pastoureau has docu-
mented, “though we do not know the reasons or the means, paper rap-
idly progressed from beige to off - white and then from off - white to true 
white. In the medieval handwritten book the ink was never completely 
black nor the parchment white. With the printed book, henceforth the 
reader’s eyes beheld very black ink fi xed on very white paper. That was 
a revolutionary change that would lead to profound transformations in 
the domain of color sensibility.”76 This change was relatively swift . Over 
the course of just a few decades between the mid- fi ft eenth and early 
sixteenth centuries, there is a shift  from medieval multicolored images 
to a dominance of black and white. As Elizabeth Savage has charted, 
from early black and red on beige, the history of color printing actually 
stretches back further than traditional accounts have countenanced, 
and this must have aff ected the production of various substrate colors.77

In turn, by 1655, the Jesuit Alvare de Semedo is able to write of 
an equation between “the best” and “the whitest” paper, even as the 
Chinese continue to print in white ink on a black backdrop.78 This re-
arrangement is driven both by the materiality of monochromatic print 
proliferation but also by a set of religico- symbolic mechanisms. It is 
also at this point that black and white become perceived outside of a full 
polychromatic color spectrum. As Pastoureau continues, “To the medi-
eval eye, in eff ect, black and white were full- fl edged colors. Beginning 
in the late fi ft eenth century, and even more so by the mid- sixteenth 
century, that would no longer be the case; black and white began to be 
regarded not only as special colors, but even as noncolors.”79

The austere aesthetic favored by the Protestants Zwingli, Calvin, 
Melanchthon, and Luther— linked to the avoidance of graven images 
and varying levels of iconoclasm— reoriented the color spectrum 
around a “black- gray- white axis.”80 Yet the challenge here lies in the 
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supposition that an iconoclasm of color— which Pastoureau calls a 
“chromoclasm”— would have a solid grasp of what an absence of color 
was or meant. In the symbolic understanding of medieval Europe, black 
was not yet viewed as an absence of color. As Pastoureau has put it 
elsewhere: “L’incolore n’existe pas.”81 Indeed, while every European 
language has a name for the absence of color— farblos in German, “col-
orless” in English, incoloro in Italian, incolor in Spanish— defi ning this 
term is far harder. French dictionaries in the nineteenth and twenti-
eth centuries, for instance, were vague on the defi nition of “colorless”: 
“Which does not have a defi nite color, which does not have its own 
color, which lacks complexion.”82 One of the core problems is how we 
can suggest in language, by means of color, what the absence of color 
means, and how white and black fi gure within such discourses.

In ancient societies, Pastoureau claims, the idea of colorlessness 
applied only to textiles to which coloration/dyes had not been applied. 
That is, regardless of the substrate color, it is the absence of deliberate 
coloration that leads to the designation “colorless.” Hence, if a Latin 
text refers to sine colore, it means that the garment or fabric has not 
been dyed.83 This phrase can also be used in reference to people’s faces, 
where the color has drained due to, say, fear (a pallor). Nonetheless, at 
this point (up until the twelft h century), color was defi ned much more 
by material than by light. At this time, the theory of sensible secondary 
qualities— that is, the belief that objects “possess” weight, heat, taste, 
etc.— was prominent, and color was no exception. This fi ts with the 
etymological note that the origins of “color” lie in celare, the verb “to 
hide.” Hence, certain theological authorities— such as St. Bernard— 
saw color as a “condemnable luxury” that, with its cloaking and hiding 
operations, interferes with believers’ relations to God. Le Grand Abbé 
de Clairvaux wasn’t keen, either, referring to the “opacity” of color.84

This religious distrust of color extends into the next century, when 
Franciscan friars attempted to adopt colorless habits by using a base 
undyed wool. Somewhat amusingly, over time, as these “plain” garbs 
became worn and torn, they took on a grayness (a color) by the grubbi-
ness of the uniforms. They even become known as “St. Gray,” showing 
how their colorlessness cannot fail to avoid chromatic classifi cation. 
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“For medieval society,” writes Pastoureau, “for its codes and its uses, 
its classifi cations and its stratifi cations, where everything is declined 
in terms of system, the concept of ‘colorless’ does not exist.”85

It is only from the twelft h century onward that a rival view of color 
as light (rather than material) comes to prominence. Around 1130– 40, 
for instance, St. Suger rebuilt the abbey in Saint Denis in a style that was 
designed to emphasize light as the agent of God. As this view took hold, 
one might suppose that “colorlessness” in this context would equate to 
an absence of light. However, this is not the case. Two English scholars 
and prelates at the time, Robert Grosseteste and John Pecham, say that 
for colorlessness (sine colore) to be relevant, eff ective, and comprehen-
sible, it is crucial that there be “at least a little light left .”86 In medieval 
thought and art, then, “colorless” is not total darkness, and even less is 
it black. It has to do with a specifi c understanding of shadows.87

At some point in the eighteenth century, “shadow” becomes defi ned 
as an “absence of color.” This poses representational challenges in art. 
How can an artist represent an absence of color, when any painted sub-
strate will have some form of coloration?88 For Pastoureau, heraldry 
seems to have been the fi rst to have solved this problem. The colorless 
can be instantiated, in color, by using an idea of partial transparency. 
In this eff ect, the colors of the fi gure thought to be colorless disappear, 
but their outlines remain visible. Several coats of arms in the fourteenth 
and fi ft eenth century, for instance, are made up of a fi eld of one or 
more colors and a “colorless,” partially transparent fi gure is overlayed. 
The reasons that a family would choose to depict a colorless fi gure in 
heraldry vary. For example, it may represent a desire to hide a family 
connection (for reasons of illegitimate bastardy, for instance) or a desire 
to intrigue the viewer merely by staging a heraldic curiosity. However, 
the color representation of such fi gures in the coat of arms is always 
the same: the perimeter of the fi gure is clearly drawn but its color re-
mains that of the fi eld on which it is placed. If this fi eld is divided 
or compartmentalized, and therefore painted in several colors, these 
colors appear through the fi gure. The heraldic shadows of bastardy, 
enacted by transparency, are given a new term in French: “shadow of.”89 
This heraldic transparency, as an attempt at colorlessness, spills over 
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into painting. Between 1320 and 1330, when painters had to represent 
something in color that was nonetheless colorless, they left  the support 
or the background of the image bare and drew the outlines of the fi gure 
on the image.90

Everything changes, however, in Pastoureau’s account, with the ap-
pearance and then the distribution of the engraved and printed image. 
That is to say that the introduction of material print technologies 
galvanizes and advances an already seeded radical religico- symbolic 
change in color perception. In just a few decades, between the middle 
of the fi ft eenth century and the sixteenth century, the vast majority 
of images circulating in the West become images printed in black and 
white. Clearly, this is a cultural revolution of far- reaching signifi cance. 
Previously, most medieval images were polychromatic. Yet most early 
modern images become monochromatic (itself a term that implies that 
the white substrate is not, itself, a color). Certainly, there are still paint-
ings on panels, murals, stained glass, tapestries, and other forms of art 
that have a range of colors. However, quantitatively, this represents little 
compared to the thousands of engraved and printed images in books 
that begin to circulate as prints at this time. In the fi ft eenth century 
and again in the fi rst decades of the sixteenth century, these engraved 
images were oft en colored, in imitation of the miniatures painted in 
manuscript books, but thereaft er this becomes rarer. Pastoureau shows 
that the world of the image becomes black and white and, gradually, 
that these two colors acquire a special status.91

With respect to whiteness, medieval parchments were never purely 
ultrawhite. Their colors were part of a wide palette, ranging from rela-
tively dark brown to the lightest beige, even pale gray, passing through 
all shades of ecru. When an illuminator left  a parchment bare, it was 
the natural shade of this parchment, whatever it was, that represented 
colorlessness. At that time, there was neither a material nor conceptual 
link between white and colorlessness— a fact that we can see by  how 
a highlighter must represent white by using white paint. However, as 
paper becomes the obligatory medium for all texts and the vast majority 
of images, a sort of equivalence is gradually established between the 
color of this paper and colorlessness. “White” begins to be thought of 
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as colorless, and it is partially— albeit in a complex lineage— to paper 
that it owes this particularity. From this background of paper, the idea 
of whiteness as blankness transitions into painting and dyeing.92

This shift  can also be seen in fi ft eenth- century art theory, where a 
rebellion against the long- standing color theories of Aristotle drove a 
perceptual revolution. Indeed, Moshe Barasch notes that the philoso-
phy of Leon Battista Alberti sets in motion a new paradigm in which 
black and white are no longer “considered as colors” and instead stand 
for “light and shade.”93 In this early Renaissance view, in the Latin 
edition of Della pittura, Alberti writes of his seven- tone color scale that 
“black and white are the two extremes of the colors. They certainly 
place only one in the middle, then two at a time between each extreme 
and the median itself, raising doubts, so to speak, on the limit that one 
of the two feels more on the side of the other extreme.”94 This spectrum, 
in itself, was modeled on an Aristotelian, pre- Newtonian scheme, in 
which, apparently, “seven colours are produced by mixing white and 
black.”95 Yet, in the Italian edition of the same text (the chronology 
of which is hotly disputed),96 Alberti proposes a diff erent base palette 
of just four colors— and white and black are not included, explicitly 
against Aristotle.97 In this scheme, there is an assumption that the 
mixing of white and black with other colors “forms ‘species’ but does 
not change the ‘genus’ of these colors.”98 Such a seven/four split was also 
echoed by Cennino Cennini.99 Furthering this logic, Leonardo da Vinci 
emphasizes, many times over, that “white is not a color but the neutral 
recipient of every color,” although he does elsewhere place white and 
black on a color spectrum.100

Over time, then, this equation of whiteness with colorlessness 
causes white to lose its status as a color in its own right in the European 
context. By the middle of the seventeenth century, for both Renaissance 
artists and under Newton’s new theories of light, white was no longer 
a true color; it is then situated outside of any system concerning color. 
By the time we arrive at Newton’s work in the 1670s, it is possible for 
the scientist outright to say that “the most surprising and wonderful 
composition was that of Whiteness. There is no one sort of Rays which 
alone can exhibit this. ’Tis ever compounded, and to its composition 
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are requisite all the afore-  said primary Colours, mixed in a due propor-
tion.”101 This view was not warmly received, but it instigated a major, 
radical shift  in Western color perception. As Alan E. Shapiro notes, 
“For millennia it had been assumed that sunlight was pure, simple, and 
homogeneous. So much of Western religious and literary imagery used 
sunlight as a symbol of purity and simplicity, and the sun’s radiance 
was virtually identifi ed with the divine. Newton turned all this upside 
down with his claim that it was the colors that were simple and homo-
geneous, while the whiteness of sunlight was the most compound of all 
colors.”102 Hence, while whiteness still held connotations of religious 
purity and refi nement, rather than remaining as absolute pure nothing-
ness, white became everything and complex.103

However, the same shift  does not happen simultaneously for black. 
Black remains a color for many decades aft er the transformation of 
white, and it is not until Newton’s experiments with the prism that this 
changes.104 These changes in physics, in which there then becomes no 
room for white or black on the color spectrum, break with all previ-
ous chromatic systems.105 However, black, although oft en considered 
a noncolor, is still not deemed “colorless.” This is why, in painting and 
dyeing, at the turn of the seventeenth and eighteenth century, gray re-
mains a way of representing colorlessness. In some ways, gray is also 
eradicated from a conventional polychromatic color spectrum; there is 
a separate “white- gray- black scale.”106

More accurately, black, in the color spectrum, should be considered 
an “achromatic color.” As James Fox sets it out, the challenge is that 
color is used in two diff erent ways. On the one hand, color refers to 
the total range of perceptual shades that might be used in, say, artistic 
composition. On the other hand, it refers to the varying wavelengths of 
visible light, which is called hue. Black, as Fox puts it, fulfi lls the fi rst 
of these defi nitions but not the second. Black becomes a “color without 
hue.”107 While it may sound oxymoronic to speak of colorless colors, 
Alan Gilchrist puts it well when he says that while “every painter needs 
[these colors] on the palette,” it would be considered fraudulent “if you 
tried to sell a black- and- white television set as a ‘color’ television.”108

This complex cultural and ideological environment, which confers 
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social and religious value on white and which sees a transformation in 
artistic and general color perception, is supplemented by a set of mate-
rial circumstances. In earlier phases of European papermaking, there 
were no bleaches to remove dyes or discolorations. As mentioned above, 
this meant that the purest white paper could only be produced by se-
lecting white fi bers from linen.109 It also added a scarcity when such 
whiteness was achieved.110 However, in later European papermaking 
environments, colored papers still played key signifying roles. Notably, 
white was not the universal norm. As Müller charts it,

The blue paper on which death sentences were issued in Syria 
and Egypt signifi ed grief; court petitions were oft en written on 
red paper; and pure white was considered to be a challenge to the 
eye in Arab culture, so white paper was covered with as much 
writing as possible. In Europe, the blue paper mentioned in the 
statute of the city of Bologna in 1389 remained the only colored 
paper for a long time.֪.֪.֪. At the other end of the quality scale, 
the blue wrapping paper which resembled the paper used for 
fi le folders and packaging became the hallmark of the popular 
Bibliothèque bleue in seventeenth- century France, with its as-
trological almanacs, ghost stories, chivalric tales, and poems.111

Thus, the production of colored paper produced new signifying oppor-
tunities, signaling “social and aesthetic distinction.”112 That said, white 
paper was also put to a variety of uses beyond writing. For instance, as 
Helen Smith notes, some forms of “paper medicines” came about, in 
which the user was instructed to “take white Paper, and chawe it well 
with your teeth, and make thereof a plaister, as great as wil couer al the 
broke, binde it in a swadle band with a linnen clothe.”113

Further, diff erent nations had varying degrees of interest in the 
pure whiteness of paper. As Mark Kurlansky points out, “Jérôme de 
Lalande devoted several pages of his book to comparing French and 
Dutch paper. He highlighted several points in favor of the French: their 
paper was thinner and stronger and didn’t tear as easily. But he fi nally 
concluded that Dutch paper was superior, for a variety of reasons: the 
Dutch weren’t as obsessed with whiteness; they were more frugal and 
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less obsessed with money; and they made their paper ‘more slowly, 
more carefully, and with more precautions.’ ”114

Nonetheless, from the sixteenth century onward, the white page, 
or weißes Blatt, gradually became synonymous with emptiness. John 
Locke, for instance, was able to write in 1689 of how “white Paper” 
was “void of all Characters.”115 Further, in 1708, the bookbinder Johann 
Gottfried Zeidler recommended using sized white writing paper to in-
terleave books, allowing for ease of retrospective revision. The list con-
tinues. Goethe writes of how he must fi ll the remaining “white paper” 
of Faust, and Leibniz traveled with his valued “white paper.”116 At a cer-
tain point in the European context, white paper becomes synonymous 
with a blank canvas onto which writers can inscribe.

The advent of bleaching in the 1770s was one of a series of techno-
logical changes in European production that tended toward this whit-
est of whites for paper, although the process was far from infallible. 
As the paper mulberry tree of China was not available, the European 
context required artifi cial whitening.117 The use of chlorine for this pur-
pose certainly gave a sheen to the sheets, but it also resulted in a brittle 
paper that could degrade much more quickly.118 Just as brown rice is 
of higher nutritional value than its white cousin, the scarcity of and 
diffi  culty of producing the latter seems nonetheless to confer higher 
value on the white, but lower- quality, product.119 The growing associ-
ation of the purest white paper with ideas of the highest quality was 
such that, at various points aft er the Civil War, the price of white rags 
in the USA leaped to hyperinfl ationary rates.120 In the British context, 
entrepreneurs also began seeking new raw materials to underpin paper 
production, moving away from the gendered use of rags, which were 
“usually collected by women.”121 This was a search that we now know 
eventually led to wood.122

The development of the coloration of paper also cannot be sepa-
rated from the material histories of ink development. At their most 
basic, inks consist of two components: a colorant, which is an insoluble 
solid or a dye, and a liquid vehicle in which the colorant is suspended. 
Inks are, of course, of no use unless they will adhere to the substrate to 
which they are applied, hence the import of the underlying paper com-
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position.123 “Lampblack” inks, derived from the soot of controlled fi res 
and known as “vegetable black,” were the earliest to be discovered in 
multiple ancient civilizations.124 Ink historians have found the carbon 
mixture of this black in remote antiquity in China, in use as early as 
1300 BCE in Egypt, and also in ancient Greece.125 Early inks, however, 
needed to distinguish between the substrates to which they were ap-
plied. For instance, as Tsien notes, lampblack and sepia inks were used 
to write on papyrus but could be washed away with a wet sponge. By 
contrast, a diff erent ink, “made from galls by the ova of gall wasps,” was 
used to write on parchment.126

Of note, the earliest character form for “ink” in ancient China (mo 
/ ) refers to the punishment of tattooing the face. This is a model in 
which human skin is the substrate to which the ink is applied— of im-
portance for our understanding of “white”- space with reference to race. 
Aft er all, Zora Neale Hurston famously wrote, with sharp reference to 
both paper and societal norms, that she felt “most colored when֪ .֪ .֪ . 
thrown against a sharp white background.”127 Nonetheless, in the War-
ring States period, starting around 475 BCE, the Chuang tzu refers to 
court scribes “licking their brushes and mixing their ink.” Such an ob-
servation confi rms that Chinese ink was stored in a solid form but also 
marks the transition of ink as a tool of punishment on human skin to 
a tool of writing on inscribable tablets and wooden boards.128 These 
intermediate, prepaper substrates were hard and nonabsorbent. This 
may have led to the use of lacquer in early inks, in order to create a 
more adhesive substance, although this remains an unresolved schol-
arly controversy.129

While it took a long while for the global history of paper to embrace 
the extremes of white and black, early renowned Chinese inkmakers 
were praised for the depth of their blacks. For instance, Wei Tan’s (179– 
253 CE) ink was described, in favorable terms, as extremely black. But 
early Chinese ink was not totally biased toward the black- white axis. 
There were formulas for red ink, which used red lead and the Bletilla 
striata plant; a blue ink that used indigo; and even an invisible ink 
known from the twelft h century CE onward.130 In ancient Egypt, where 
the verbs denoting writing and painting were synonymous, inks on 
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papyrus oft en used black for the main text with a red used to highlight 
headings and keywords.131 As a result, some studies even go so far as 
to assert that black ink “is the established and time- honoured way in 
which human- kind commits words to writing,” despite the long history 
of multicolored inscriptions.132 The oldest known terms for writing inks 
in ancient Greek, for instance, include μέλαν (mélan, black) and μέλαν  ώ 
γράφομεν (mélan ó gráfomen, black for writing).133

By the Hellenistic and Roman periods, there are, certainly, multiple 
attestations of black ink manufacture. Carbon inks, mixed inks (that 
incorporate copper, iron, and lead), and gall inks are all well known 
from around 300 BCE.134 Although in the European contexts, recipes 
for black ink only appear relatively late in proceedings, the blackness 
of ink manufacture is well documented.135

Importantly, though, ink color does not precisely determine the 
nature of the writing surface to which it is applied. Both the choice 
of ink and the choice of substrate are infl uenced by a large number of 
external social factors. Consider, for instance, the ancient Jewish laws 
around the ink used for divorce documents (the get) as opposed to other 
liturgical inks. The manufacture of ink for writing such a document 
has diff erent conditions and prerequisites to that used for, say, writ-
ing the Torah. Indeed, the Talmud contains a substantial volume of 
information on ink production within particular religious contexts.136 
While a get can be written on any surface, the ink must be durable or 
persistent.137 This stands in contrast to the characteristics of some 
early Greco- Roman inks, which were erasable with a damp cloth.138 
The desire for permanency, though, is a matter of the social function 
of the document, rather than any specifi c material requirement. The 
document must be permanent because it is a legal contract that changes 
the relationship between two people.

While the history of ink does interact with the histories of paper/
substrate color and undoubtedly has some infl uence on and is infl u-
enced by their changes, a study of the history of ink and its properties 
and colors alone is insuffi  cient to yield much new knowledge about how 
paper came to be white. Further, just because we know that early inks 
were black does not mean that paper was its “opposite,” white, because 
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the white- gray- black spectrum did not emerge until much later in the 
philosophy of color.

All of this is to say that the development of white paper is bound in-
trinsically to a set of historical and social determinants that have changed 
over time. Computational whitespace being called white has more to do 
with the association of whiteness with emptiness and nothingness than 
with the mimicry of specifi c paper coloration. In Thomas White’s phras-
ing: “While the pure whiteness of writing surfaces is clearly instantiated 
in certain aspects of the medieval imagination, the material reality of 
such pages tells a somewhat diff erent story.”139 As various philosophical 
shift s moved whiteness off  the color spectrum and into its own category, 
even while religious discourses of purity infl uenced material paper pro-
duction, whiteness and emptiness become synonymous.

This concept of “emptiness” has troubling political histories and 
ramifi cations in geopolitical and racial terms. Although emptiness, to 
the colonizer, “implies a total lack of content,” as Courtney J. Campbell 
et al. put it, it quickly becomes clear, in retrospect, that nowhere “is 
truly devoid of everything.”140 Whether it be the displacement of Native 
Americans, the usurpation of Aboriginal Australians, or the expulsion 
of myriad other native peoples from their land, settler colonialism 
oft en predicates itself on the idea that spaces were empty and “there 
for the taking.” It is the same discourse that plans for interstellar colo-
nization, believing that, this time, new spaces in the fi nal frontier will 
truly be empty. The truth, of course, is that such spaces were always 
already claimed. It is, therefore, perhaps unsurprising that the major-
ity of scholarly work on “whitespace” leads to articles about colonial 
practices— the making of space, white.

Such a postcolonial or decolonial stance has been the main focus of 
discourses on whiteness in recent years. Stretching back to the founda-
tional work of W. E. B. Du Bois in the nineteenth century, scholars have 
devoted exponential eff ort since the mid- twentieth century to studying 
the construction of whiteness and how its logics operate in racial terms.141 
Studies such as Theodore W. Allen’s Invention of the White Race examine 
many of the same precepts that I have gestured toward here. Whiteness 
is not merely a blank space, even in textual/print- cultural terms. Witness, 
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for instance, how in 1862 Thomas Wentworth Higginson exhorted con-
tributors to the Atlantic Monthly to examine the “physical aspect of your 
manuscript” and to ensure that one uses “black ink” and, importantly, 
“nice white paper,” part of the merging of “good writing and good (hand)
writing” in the material sense that was present at the time.142 The color 
symbolism of the paper and the care with which the black and “nice 
white” must interact cannot be read, in this context, as separate from 
racial concerns. Indeed, as Jennifer DeVere Brody points out, the fi xation 
on this color scheme, of white backgrounds and black marks, invites at-
tention to “the issue of the link (or leak) between black ink and embodied 
forms of blackness— of being black and black being.”143

Whiteness, then, is not simply the default backdrop from which 
we must distinguish everything else, although that is how it has oft en 
been construed and how the discourse of “whitespace” tends to operate. 
Before this relativizing discourse, many white scholars tended to see 
whiteness as “a natural attribute rather than a social construct.”144 It 
is, then, a shame that the current ongoing culture wars have attempted 
to undo our understandings in this area, stoking raging debates that 
tend to be bitter given the high stakes that rest on the outcomes.145 Yet 
this branch of scholarship shows whiteness as a social construction 
that must be questioned and interrogated. I have shown so far in this 
chapter that supposed material histories of white substrates can be sub-
jected to the same sociocultural analysis and that this should inform 
our understanding of whitespace in the digital realm not as an abstract 
universal but as a relativized and socially produced background, con-
structed within moral, religious, and perceptual frameworks.

Display Unit Technologies
This history of paper’s whiteness— and its cultural association with 
emptiness— does not answer all of the questions about computational 
whitespace because computer display monitors have not always used 
white as their default background color. To answer this monochromatic 
question, we must turn to the histories of visual display technologies 
and, especially, to the history of television. In the history of televi-
sion, for instance, it is easy to forget how much resistance there was to 
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the introduction of color TV and for how long monochrome displays 
dominated. As Susan Murray points out, “Color television was a hard 
sell.” Deemed, in Murray’s words, “impractical from the start,” color in 
visual display technologies was considered “too expensive, technologi-
cally cumbersome, and challenging to stabilize and manage; it required 
too much bandwidth and would set a higher bar for ‘true fi delity.’ ”146 
As one of the recurrent themes in this book, and as we saw with the 
development of PDF, in the nascent period of television’s early devel-
opment, color television appeared a pipe dream that was by no means 
a teleological certainty.

Television is usually studied, by humanities scholars, as a social phe-
nomenon. There are entire journals— such as the Historical Journal of Film, 
Radio and Television— that are devoted to the historical study of audiovi-
sual mass media, their reception, and their eff ects on society and politics. 
Hence, as Murray continues, television “is most commonly thought about 
in terms of the cultural narratives and ideologies it creates and engages 
with, rather than as a highly complex technology of visual culture.”147 As 
a result of this cultural, rather than technological, focus, engineers are the 
central historians of the technical development of television.

A fi rst point to note is that television and motion pictures (cinema) 
are very diff erent and distinct in their technological histories, which 
must infl uence our understanding of computer monitors. The playback 
of early cinema rested on optical- mechanical- chemical principles. That 
is, cinema relied on chemical methods to develop fi lm strips and reels, 
which could then be projected and played back. By contrast, television 
required a new set of optical- electrical principles to enable simultane-
ous broadcast transmission and playback. Hence, while it took just six 
years for the laboratory experiments in cinematic fi lm to become a fully 
operational commercial venture, television did not take off  for almost 
half a century.148

That said, the systems used to create an illusion of motion in both 
cinema and television share similar but diverging technological his-
tories. Structures of projected motion pictures relied on the threefold 
inventions of the magic lantern, the stroboscope, and photography.149 
The fi rst of these was crucial for the projection systems of cinema. 
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The magic lantern was fi rst developed in 1659 by Christiaan Huygens, 
although it is sometimes wrongfully ascribed to the Jesuit Father Atha-
nasius Kircher.150 The magic lantern was built on previous technologies, 
such as the lanterne vive (living lantern) of the Middle Ages. As Laurent 
Mannoni charts it, this more limited forerunner

could only emit a coloured glow and did not allow true projec-
tion. A strip of translucent paper, on which were painted gro-
tesque or devilish fi gures, was inserted into a cylinder of paper 
or decoratively pierced sheet metal. On top of the cylinder was 
placed a sort of propeller made of tin, which was free to rotate 
about an axis formed by an iron rod, and which secured the 
translucent drawing in place. A candle burned at the centre of 
the device. The heat given off  by the candle caused the propeller 
to turn, rotating the painted strip so that the brightly coloured 
images travelled around the light at their centre. A viewer would 
see the pictures travelling round the cylinder, and projecting 
indistinct coloured images into the surroundings. If the cylin-
der was made of pierced metal, multi- coloured images could be 
made to dance on the surrounding walls.151

The crucial shift  in the magic lantern, which took several centuries to 
develop, was the combination of a convex lens (to condense or concen-
trate the light onto the slide) and dual biconvex objective lenses used to 
transmit the projected image.152

Signifi cantly for our understanding of photo- optics and whitespace, 
the early magic lanterns that would become cinema are based on light 
and projection. As Huygens claimed to his brother, Lodewijk, in 1662, 
“the most serious defect” of the lantern is “the length of the days, for 
as long as daylight lasts it is impossible to make these representations 
unless one places oneself inside a dark room.”153 The earliest systems 
of projected images depended upon a dark room with a white screen, 
upon which they shone a light. The blank space upon which magic lan-
terns project is white, the most refl ective surface. However, the lantern 
required darkness so that ambient light was not competing with the 
projector’s light source.
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Of course, the slides themselves for the magic lantern must be the 
opposite— a negative— of that which they project. However, that op-
posite is not blackness but transparency. The enlargement of projec-
tion was, indeed, unforgiving against this transparent backdrop. As 
Mannoni notes, in this environment even “tiny smudges become huge 
smears and a clumsy design displays all its distressing mediocrity.” 
Furthermore, the “transparency of colours is a problem: applying the 
paint too thickly, or with too much pigment, transforms the images 
into dark shadows.” In other words, the slide medium proved a complex 
“blank” artistic space because of its transparency and the inversion 
of color schemes in the process of projection. In this way, the magic 
lantern worked on the opposite color principles of the earliest camera 
obscuras, which, in the 1640s, used a “white sheet of the screen” for 
their projected eff ects.154

Cinematic technology advanced further in the 1820s with the in-
vention of the stroboscope. Inspired by Jan E. Purkinje’s 1823 study 
of the subjective experience of “fl icker,” Peter M. Roget went on to de-
scribe his now- famous contentions about the “persistence of vision” 
that underlies the illusion of motion.155 By combining the rapid yet dis-
continuous (strobing) projection of images, fi lm yielded the impression 
of movement. Like their ancestor devices, various stroboscopes worked 
on diff ering principles of blackness, whiteness, and transparency. For 
instance, one early implementation of stroboscopic techniques, Joseph 
Plateau’s “phénakisticope,” employed a spinning cardboard disc, a slit, 
and mirrors to produce its optical illusion.156 In this case, the images 
were painted or drawn onto a solid background media form. The slit 
itself introduced transparency. Hence, in this type of stroboscope, 
white or black (or any other color) backgrounds were possible.

The cylindrical variant of the phénakisticope, the zoetrope, works 
slightly diff erently and allows multiple viewers to perceive the illu-
sion.157 Suggested almost immediately by Simon Stampfer aft er the 
advent of stroboscopic principles, the zoetrope contains a ring of 
frames drawn on paper (or any other medium) that runs around the 
edge.158 The strobing slits are carved higher on the device’s rim. Again, 
there is no prescription in this model on the background color of the 
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strip that contains the frames. The “whitespace” of the zoetrope and 
the phénakisticope can, in theory, be whatever color one wishes.

However, when stroboscopes transitioned to projection as a model, 
questions of background color and transparency were reintroduced. If 
the light is to be shone through a transparent slide and amplifi ed onto 
a large screen, as in the front projection of cinema, then the slide needs 
a level of transparency. This transparency allows light to pass through. 
The light then refl ects into viewers’ eyes aft er it has struck the screen. 
Hence, the screen color should optimally be one with high refl ectivity. 
For this reason, white or gray are the “best” colors for front- projection 
systems.

Television works on very diff erent principles from projected cinema. 
First, television does not form images by projection through transparent 
slides. Instead, earlier forms of television used sets of rear- projection 
mechanisms such as cathode- ray tubes. Second, television converts 
live or prerecorded electrical transmissions into optical signals. Rather 
than having fi xed material media such as slides through which we 
shine light, early televisions converted analog radio waves into visual 
representations. As such, televisual development followed the lineage 
of radio more closely than the photographic lineage of cinema. While 
television relied on the same principles of the persistence of vision in 
cinema, its projection systems used wholly diff erent technologies. De-
spite the complex claims that television battled cinema for viewers’ at-
tention and that the two media competed as though interchangeable, 
the technologies of cinema and television are only tangentially related 
to one another.159

The core component of early television was the photoelectric eff ect, 
in which a charged screen transformed an optical image into a scanned 
electronic signal.160 Later cathode- ray tube designs that crossed over 
into the computer monitor space used a phosphorescent/fl uorescent 
screen.161 The screen in such systems is composed of a lead glass front, 
to protect the viewer from x- rays, and a transparent glass envelope in 
which the phosphor is embedded and at which the electron beam is 
directed.162 It is at this point in the development of display technologies 
that, at last, the substrate onto which a virtual page might be projected 
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becomes transparent. When one looks into such a system, with a cav-
ernous emptiness behind a transparent screen, the screen appears as 
black. This is because the darkness of the box behind is passed through 
by the transparent glass frontage. But there is, by this time, no “base” 
background color over which a virtual page is overlayed. Whitespace 
has become, fi nally, by this point in CRT development, transparent. 
That said, there is still no defi nitive reason why this transparent space 
of optical projection should be called white.

Structured Silence and Invisible Typography
Even if we do not know why whitespace is called whitespace, and even if 
the technological histories both of paper and display unit technologies 
off er little illumination, this “emptiness” has meaning and signifi cance 
for digital text processing. As D. F. McKenzie famously notes, we can 
read blank spaces: “Even blank books are far from uninformative.”163 
Such signifi cance harks back, once more, to the paper era. Lothar 
Müller notes that in the world of the baroque letter, the “white space 
between the lines” became a symbolic representation that made “the 
social distance between the writer and addressee visible at a glance.” 
In this system of writing, “fi xed rules determined the distance to be 
maintained between people of higher and lower ranks, both within 
physical space and within this white space on the page.”164 As a result, 
signifi cance and meaning accrue to the absence of visible characters as 
much as to the printed letter.

The most signifi cant philosophical discourse surrounding blank-
ness and its structures have orbited John Cage’s infamous “silent” com-
position, 4′33″ (1952). These pieces generally draw extensive focus to 
the ontological status of the work, querying its “nature, meaning, and 
value.”165 The extent to which this piece has come to represent an entire 
fi eld of avant- garde performance practice is such that the work appears 
to stand alone. However, in his canonical study of blank artworks, No 
Medium (2015), Craig Dworkin cites sixty- three examples of “empty” 
musical tracks, most of which were sold commercially at some point in 
their release cycles.166 Cage is, in fact, just the most prominent repre-
sentative of a whole genre of silence.
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Of course, much of the discussion of 4′33″ revolves around the fact 
that Cage’s composition never produces total silence and instead con-
tains incidental noise and sounds (like the specs of dirt in the trans-
parent slides, mentioned above). Transposing this thought experiment 
across a range of media, Cage also wrote essays in which the formatting 
and layout of words on the page were determined by the not- quite- 
blankness of the empty pages: “Imperfections in the sheets of paper 
upon which I worked gave the position in space of the fragments of 
text.”167 In the musical version, while the performance instructions in-
dicate that the players should not play their instruments, ambient noise 
contributes to a soundscape consisting entirely of accidental sounds.168 
It is also true that silence itself can be explicitly heard; it is not a pas-
sive mere absence. As Roy Sorensen puts it, a person with total hearing 
impairment cannot hear silence.169 Nevertheless, the structure of Cage’s 
silent piece is contoured and can be read, as can whitespace in textual 
contexts.170 For instance, we should pay attention to the fact that Cage 
notated the work. Furthermore, diff erent versions of the score notate 
the silence diff erently.

The visualization of Cage’s silence is evident in the diff erence be-
tween the original manuscript of 4′33″ and the later 4′33″ (In Propor-
tional Notation). As the Museum of Modern Art in New York, which 
holds a copy of the latter, puts it: “4′33″ (In Proportional Notation) is one 
of three versions of the score for Cage’s ‘silent piece,’ a musical compo-
sition fi rst performed by the pianist David Tudor in Woodstock, New 
York, in 1952. While the lost original score used conventional musical 
notation to signify three periods of silence, this version is composed 
of a series of vertical lines that visually represent the duration of four 
minutes and thirty- three seconds of silence.”171 A third notated version 
(out of a total of fi ve) uses the term tacet (it is silent) positioned below 
each movement. Over the manuscripts of 4′33″, Cage scores silence in 
multiple ways. As Kyle Gann puts it, “The exact form of 4′33″ is riddled 
with ambiguity: its notation changed twice, and the latitude of its per-
formance directions, as described by its composer, has expanded over 
the decades.”172

Further, Cage’s composition is diff erent from most sheet music in 
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that he specifi es the length of its (silent) playback in time rather than 
through a traditionally notated tempo marker (e.g., ♩ =֪120 or similar). 
Hence, where usually one might expect to see a marker of crotchets 
per minute, for example, the total duration of 4′33″ is specifi ed as the 
titular four minutes and thirty- three seconds. However, this length 
of time is not arbitrary and is, instead, derived from the conventions 
of 1940s Muzak (background music for retail). At that time, as Gann 
notes, Muzak “was broadcast from 78 rpm vinyl records; a ten- inch 
disc held about three minutes of music and a twelve- inch disc about 
four and a half, thus accounting for the potential timings of the Silent 
Prayer Cage wanted to write. The length 4′33″ itself owes something to 
the technology of the twelve inch 78 rpm record.”173 Signifi cantly, then, 
Cage’s silence was determined by the materiality of the 78- rpm record. 
There is a physical, material correlate that structures the timing of this 
seemingly blank work. A similar, yet reversed, assertion has formed a 
persistent rumor in the space of the compact disc, where it is claimed 
that the length of the CD was tailored to the classical tastes of a partic-
ular Japanese business executive in the 1980s.

However, not all “blank” space is always even blank. The most 
famous poetic example of this lies in the poetry of Emily Dickinson, 
who is famed for her use of dashes of various lengths throughout her 
oeuvre. Thomas Johnson was the fi rst to recognize, in his editing of 
the variorum Poems, that Dickinson’s marks were not uniform. Some 
slanted downward, some were curved like a circumfl ex, and they were 
usually of diff ering sizes. Importantly, although Johnson was attempt-
ing to surpass the regularization of Dickinson’s “whitespace” seen in 
previous editions, he nonetheless hit the “limitations of print” in his 
eff orts; Dickinson’s blanks required handwriting.174 Other critics have 
referred to Dickinson’s diacritics as “unprintable.”175

Despite the fact that Dickinson appears to elude (digital) print 
cultures, a substantial degree of eff ort has been put into developing 
whitespace characters in digital cultures. There are twenty- fi ve charac-
ters in the Unicode specifi cation that are defi ned as blanks/whitespace 
and a further six that have whitespace- like characteristics, shown in 
tables 1 and 2. 
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The Unicode specifi cation is designed to supersede previous text- 
encoding systems such as the American Standard Code for Information 
Interchange (ASCII), allowing for a wide variety of character encodings 
from cultures worldwide— including diff erent forms of whitespace. 
ASCII had a core defi ciency. It was good at representing computa-
tionally only a single (and hegemonically dominant) cultural language: 
American English. However, American English is hardly representa-
tive of the worldwide linguistic and orthographic diversity that should 
be handled within computing systems. This is where Unicode comes 
in. It is a format designed to allow for the encoding of all the world’s 
languages, giving computing systems a true cultural interoperability.176 
Unicode groups its characters into thirty categories, which determine 
whether the character in question is a letter, a number, a symbol, or 
whitespace.177 While oft en only the most basic whitespace characters 
end up in widespread use— James Mission, for instance, charts how 
whitespace in an original manuscript is reduced in EEBO- TCP XML 
to “the single Unicode character called ‘SPACE’ ”— the specifi cation 
allows us to represent so much more than this reductive fl attening.178

Computational whitespace, though, incorporates more than mime-
sis of print typesetting. In addition to the above codes, Unicode (as just 

TABLE 2. Whitespace-like Unicode characters
Name Code Point Block Notes
Mongolian vowel 
separator

U+180E Mongolian

Zero-width space U+200B General Punctuation
Indicates word boundaries when using scripts that 
do not have explicit spacing

Zero-width 
non-joiner

U+200C General Punctuation
Causes characters that would otherwise be 
connected to be printed in their fi nal and initial 
forms, respectively

Zero-width joiner U+200D General Punctuation
Causes characters that would otherwise not be 
connected to be printed in their connected forms.

Word joiner U+2060 General Punctuation

Zero-width non-
breaking space

U+FEFF
Arabic Presentation 
Forms-B
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one standard) includes a large number of “control codes” that alter the 
fl ow and status of text. For instance, the Unicode marker at U+200E is 
the left - to- right mark and that at U+200F is the right- to- left  mark. Used 
in Arabic, Persian, and Hebrew, as opposed to, say, English, these con-
trol characters reverse the directionality of subsequent text. The Uni-
code standard provides the Unicode bidirectional algorithm to specify 
precisely how these particular characters work, but suffi  ce it to say that

‘this’

and

 ‘siht’

are actually identical; the only diff erence is that the latter is encoded 
with a right- to- left  override mark at the start and a left - to- right over-
ride mark at the end.

The critical point here is that computational whitespace characters, 
in the Unicode format, at least, have control functions. In this sense, 
they should be considered more akin to illocutionary speech acts. In 
analogy to the well- known philosophy of J. L. Austin, we might con-
sider the above table of whitespace characters to be locutionary; they 
express a mimetic parallel to conventional type. However, control char-
acters express an action. They are what Austin would call “performa-
tive” utterances: speech acts that make something happen.179

The classifi cation of illocutionary acts was further refi ned by John 
Searle in a 1975 piece. Here, Searle decomposed speech acts into repre-
sentatives, directives, commissives, expressives, and declarations.180 By 
way of brief summary, representatives commit the speaker to the truth 
of the expressed proposition. Directives are attempts to commit the 
recipient to a course of action (“I insist that you attend”). Commissives 
(taken from Austin) commit the speaker to a future point of action. 
Expressives denote (or, express) the performance of an internal mental 
state whose truth/sincerity must be presupposed. And declarations 
unite a real- world scenario with linguistic content (“I declare war”).

Under which categories of speech acts might we understand Uni-
code control characters? They do not seem to be representatives or 
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expressives. However, the other categories are debatable, depending 
on the interpretative perspective that one takes. For instance, to type 
these characters is to direct the word processor to a course of action: it 
is to commit the textual editor to a path. That said, given that the con-
trol characters usually form part of a personally expressive outpouring, 
there is also a commissive element. If I type the right- to- left  override 
character, I commit my future writing to a reversed direction. Finally, 
in typing this character, there is a declarative aspect; the act of com-
mitting the character to the page also makes it so.

In these senses, then, the user of the  word processor acts across 
a range of registers, with a set of diff ering characteristics of owner-
ship and receivership. At the time of typing, the expressive act is one 
where the words are owned by the writer. There is an ongoing process 
of communication. Insertion of control characters into the writing at 
this point becomes a commitment of self- expression in a certain form. 
In another way, though, the user is also a type of computer programmer, 
issuing instructions to the machine. To ask the computer to switch the 
directionality of text is, at the same time, a directive to the soft ware. 
There is an element of imperative communication between a user and 
the machine in this model in which the invisible control characters 
serve as commands. Finally, there is the reinterpretation of the byte 
stream for display to other users or to one’s future self. The machine 
must retranslate the command sequences in order to format text in the 
way that is desired so that it can be shown to other users. That is, at 
a certain point, the machine retranslates the instructions back into a 
formatting outcome for a reader, who may or may not be the original 
author. As a result, the temporality and communicative directionalities 
of control characters unfold across a set of diff erent domains, at diff er-
ent points in the communication life cycle.

While the left - to- right and right- to- left  override characters are 
probably not used in most people’s everyday writing— aft er all, rela-
tively few people resort to interlingual code- switching unless they are 
a translator— other control- character- like mechanisms are extremely 
familiar to all word processing users. Consider, for instance, the use of 
bold and italics. There are several ways in which these character styl-
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ings can be encoded in word processing soft ware, the most common of 
which are markup languages and control characters.

In Microsoft ’s Rich Text Format specifi cation, for instance, the in-
visible control character/sequence “\b” (encoded in the fi le itself) enables 
bold for subsequent text, while “\b0” signals the end of a run of bold. 
In more recent formats, the XML formulation of “<w:B>text</w:B>” is 
used to denote, behind the scenes, that the word “text” should be em-
boldened. Word processing users are very much accustomed to the idea 
that there are invisible control sequence characters that will determine 
their subsequent typing, but also that formatting can be applied, en 
bloc, to a chunk of text.

These models of markup actually demonstrate two further, diff er-
ent attitudes toward the way that word processing unfolds and how 
users understand control- code alternation. In treating bold, italics, 
and other formatting as a switch, one that is toggled, users understand 
that their future typing will be aff ected by the formatting shift . In this 
sense, again, the control character acts as a commissive: the user is 
committed to typing in bold until the terminal/reciprocal control code 
is issued. At the time of typing and user input, control codes function 
in an on- off , commissive fashion. However, it is also true that such a 
model is directive, as the command is issued to the word processor and 
commits it to a form of action. The boldness is implemented by the 
soft ware, at the direction of the user.

While, in some senses, the XML markup version is no diff erent— it 
contains opening and closing delimiters that mark the boundaries of 
the formatting— the encapsulation with identical markers, merely sep-
arated by a single “/,” changes the logical relationship to formatting. 
Because XML requires a start and end tag always to be present (that 
is, when one is writing, the word processor will always have appended 
the </w:B> tag behind the scenes, even if you are not fi nished typing), 
formatting in this mode is applied to a block of text. In other words, the 
markup formatting appears nonlinear and to be received in one single 
block, whereas the control- code switching seems linear and processual.

Another example of this dual temporality of control characters lies 
in the ability of most modern word processors to paste with source for-
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matting, to match the destination formatting, or to strip away forms of 
formatting, leaving only plaintext.181 The psychology of such an opera-
tion is that a user must know the current formatting state of the desti-
nation paste space and the source copy space and then understand the 
consequences of merging the two. This seems more akin to the second, 
markup- style mechanism, instead of the linear, unfolding commissive 
approach. The paste operation itself feels to be a directive, again; it is a 
command to the processor to match the formatting (or not).

This type of “command- driven” approach sits strangely within the 
progressive development of computer programming languages. Pro-
gramming languages can be roughly divided into declarative and im-
perative coding styles. In declarative programming, the programmer 
expresses the state of the model that they wish to describe, rather than 
the control fl ow of the operation. For instance, the regular expression 
“^hello$,” which matches the text string “hello” as the sole content of 
a line, does not instruct the machine as to how to conduct the match 
(although a regex engine does possess a directionality in its matching 
process) but instead specifi es the conditions under which the system 
should operate on its input. By contrast, an imperative programming 
language is one in which the programmer gives commands, in se-
quence, to a computer that include branching and decision- making to 
change the internal state. For instance, the following pseudocode is 
imperative:

if input == ‘hello’ {
print(‘Input is “hello.” ’)

}

In declarative programming, the user issues conditions. In imperative 
programming, the user issues commands.

The idea of relating programming to languages only really came 
about in the later part of the 1950s.182 As Nofre et al. put it, “At the 
beginning of the decade, programmers had to express the instructions 
for solving a problem in obscure numerical codes that were diff erent for 
each machine. By the decade’s end, however, they could write programs 
that included familiar mathematical formulas, and, in some cases, even 
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expect the same program to run on diff erent machines, thanks to the 
development of systems like FORTRAN and IT.”183 Over this period, 
the shift  was from thinking of programming as a technical, electronic 
activity to thinking of it as a linguistic activity.

Of course, programming languages are not languages in many 
formal human senses. Yet there have been attempts, as far back as the 
eighteenth century, to transform algebraic notation into a universal 
language.184 Indeed, as Roger Chartier has it, “the electronic text re-
introduces into writing an element of the formal languages that, be-
ginning in the eighteenth century, or even the seventeenth, sought a 
symbolic language capable of adequately representing diff erent pro-
cesses and registers of thought.”185 At the same time, of course, a cu-
rious feature is that the “universal” language of programming has, 
for the most part, only more thoroughly inscribed a practice based on 
English at the center. Most programming languages are Latin in their 
alphabet and English in their syntax. While there has been a wave of 
African programming languages that attempt to undo this legacy of co-
lonialism,186 which I explore more thoroughly in the next chapter, there 
is nonetheless “a reinforcement in the United States of the belief in an 
unshared hegemony of the English language and thus the implication 
that it is unnecessary to learn other languages,” as Chartier puts it.187

Nonetheless, it is my contention that word processing users have 
absorbed a set of the characteristics and understandings of computer 
programming in their practices, especially when it comes to whitespace 
and control characters. This internalization can best be seen by com-
parison to the previous era of mechanical typewriting (a period that, in 
fact, has now lasted less time than the computational word processor). 
In the world of mechanical typewriting, a bold eff ect could be achieved 
by overtyping the sentence again or by pressing the mechanical key 
with more force; an aspect famously commented upon in Friedrich 
Kittler’s well- known study of the typewriter.188 The inscription was 
literally one with greater imprint on the paper. The diff erence in the 
electronic environment is that there is no control character at work in 
this system that forces a machine interpretation upon subsequent or 
wrapped text. Instead, there is an immutable impression on the page.
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This is not to say that manual typewriters did not have control func-
tions. The carriage return key or lever would return the typewriter’s 
position to the start of the line. Another key would alter the casing used 
for output. The space bar would, of course, advance the cartridge with-
out printing any character onto the substrate sheet. It is this delegation 
of control to the typist/author that led Marshall McLuhan to write, in 
1964, that “the typewriter fuses composition and publication, causing 
an entirely new attitude to the written and printed word.”189 My con-
tention here is that the word processor fuses composition, publication, 
and programming.

This new attitude heralded by McLuhan is one that Kittler also 
takes from Nietzsche: the idea that “our writing tools are also working 
on our thoughts.”190 This is, in some ways, a technological form of the 
doctrine known as in linguistics as the Sapir– Whorf hypothesis. Also 
known as the linguistic relativity thesis, the hypothesis posits that the 
language that one speaks determines, either strongly or weakly, the 
thoughts that one may have.191 The hypothesis has gained widespread 
social notoriety, particularly for the fact that the strong form of the 
conjecture appears to be false. (That is, it appears to be untrue that 
language determines thought, but there is some evidence that language 
can infl uence thought.)192 Nonetheless, prominent science fi ctional nar-
ratives, such as Ted Chiang’s 1998 “Story of Your Life,” transformed 
into the major motion picture Arrival in 2016, have used the hypothesis 
as their premise. In this novel and fi lm, acquisition of the language of 
the alien heptapods allows the speaker access to a nonlinear model of 
thought and time, reminiscent of the Tralfamadorians in Kurt Vonne-
gut’s Slaughterhouse- Five, or The Children’s Crusade: A Duty- Dance with 
Death (1969).193

The translation of the Sapir– Whorf hypothesis into technologi-
cal determinism around writing— that the tools with which we write 
determine what and how we can express, and therefore think— is not 
quite the same as the original contention that language conditions our 
thought, but there is a parallel. McLuhan, Kittler, and to some extent 
Kirschenbaum show that the media technologies through which we 
express ourselves may have some bearing upon what we can express 
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and how it is received. If  they did not, then the entire premise of (digital) 
media studies as a discipline would be somewhat fl awed. Nonetheless, 
as Kittler goes on to note, in the typewriter are fused three moments of 
writing: “the equipment, the thing, and the agent.”194 Importantly, the 
Sapir– Whorf hypothesis formed a key lynchpin in the consideration of 
early computer interface designers. Thinkers such as Douglas Engel-
bart saw, in Thierry Bardini’s appraisal, the computer as a “language 
machine” acting as a “boundary- spanning object” that was analogous 
to the human body.195

Despite a lineage between the two, the typewriter and the word 
processor function very diff erently with respect to these collapsed tem-
poralities. The typewriter, while possessing control characters/keys, 
did not replay its actions in order to reconstitute the original typed 
sequence. The output of the typewriter was set in type upon the paper, 
fi xed at the moment of impression by the typist. Until the advent of elec-
tric typewriters such as the Friden Flexowriter and the IBM Selectric 
typewriter, that is, most typewriters were not player pianos.

The electric typewriter began to change this. These machines had 
external drive capacity that could be fed either from a direct computer 
link or from a punched- card input. The novelty here was that, for the 
fi rst time, as the Selectric’s inventors note, “with this machine the 
author can, if he chooses to do so, again write his own book without 
the assistance of specialists.”196 This new breed of typewriter viewed 
keystrokes— whether directly from a user or from a prestored medium, 
such as tape or card— as a series of commands to be reenacted rather 
than as a purely mechanical process. The input, regardless of its source, 
was a series of imperative remarks rather than declarative typesetting 
instructions. “Toggle bold on” via a control character becomes a sen-
sible proposition at this point in the electric typewriter’s development.

The earliest seeds for this idea were actually found in the 1940s in 
pneumatic systems. In the American Typewriter Company of Chicago’s 
Auto- typist, a binary system translated from holes in punched cards to 
mechanical strikes using air- valve slots: “The perforated master roll 
passes over air- valve slots. Each perforation permits air to escape from 
a particular slot, thus opening a valve. Each valve is connected by a tiny 
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hose to a bellows, and each bellows is attached to a key. As the valves 
open, the bellows operates and the typebars are snapped up against 
the paper. The bellows- to- key arrangement is suitable for use with any 
make of manual or electric typewriter. The speed of the Auto- typist 
mechanism can be adjusted to operate any typewriter at the highest 
speed at which the typewriter is capable of being run.”197

The advantages of this new system, which allowed for reproduction 
and repeated keystrokes, were billed not just in technological terms but 
also in light of the labor transformation that it eff ected. With traces of 
the well- known gendered division of typing labor, the document notes 
that “an experienced operator has little diffi  culty in keeping four ma-
chines running at once. Consequently, she earns a secretarial salary 
rather than a typist’s salary, because she can produce as much corre-
spondence as might be produced by a half dozen manual typists.”198 The 
curious point here is that the marketing spiel promises increased remu-
neration for a single technological operator rather than mentioning the 
implied labor cost savings for organizations more broadly in reducing 
the number of manual typists that they employed.

The critical historical link for understanding the birth space of the 
word processor, as I have already hinted, is the piano. The piano’s lin-
guistic development of a register of notes, labeled A– G (with an addi-
tional H in the German note- name system), even provides the shared 
input technology between pianos and typewriters: the keyboard. Ivan 
Raykoff  writes that “in the early nineteenth century, the piano keyboard 
provided both a conceptual and a practical model for new communi-
cation devices such as the typewriter and the telegraph.”199 Edward 
Tenner notes, with musical emphasis, that “as producers of text, key-
boards transmit intimate messages once reserved for voice or pen.”200

As Raykoff  goes on to illuminate, the piano is both a binary and 
analog system. It is binary in that keys are divided into discrete har-
monic notes. Yet it is also analog in that, since the supersession of the 
harpsichord, keypresses can be defi ned along a spectrum of types of 
pressing. It is not the case that a note on the piano is either struck on 
or off , with no variance between the type of impression made by the 
player.201 Yet the musical keyboard led to the development of the fi rst 
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writing keyboards in the 1840s. For instance, Pierre Leroux devised 
the “pianotype,” a device for writing with a musical- style keyboard.202 
Meanwhile, also from the 1840s, Young and Delcambre’s Type- 
Composing Machine presented a keyboard operation that was operated 
by seven people in harmony in order to record its words: “One to play 
the keys, another to justify, a third to work the eccentric movement, two 
to supply the channels, and two to distribute.” This worrying prolifera-
tion of typing labor, however, should not cause us too much fear, we are 
told, because, thankfully, “two are females and fi ve very young boys.”203 
Further examples include the “pianoforte resemblance” of Rosenberg’s 
Type- Composing and Distributing Machines, documented in 1842; the 
1838 “tachygraphe” by Antoine Dujardin; a device from 1859 designed 
by Adolphe Charles Guillemot; Charles Wheatstone’s 1851 typewriters; 
Antonio Michela’s 1862 “stenograph,” a shorthand machine with two 
keyboards of ten piano keys; Pierre Foucault’s 1851 clavier imprimeur 
(imprinting keyboard); and Giuseppe Ravizza’s 1855 cembalo scrivano 
(writing harpsichord).204 Musical- style playback and control dominated 
early keyboard- based text processing.

While typesetting unions opposed the development of these ma-
chines, fearing for the viability of their workforce, the musicality of 
the lineage here is striking.205 Nonetheless, from these seeds grew the 
trees of the typewriters in the late 1860s, originally because the speed 
of typing was thought to be able signifi cantly to outpace writing by 
hand.206 The familiar, but mythical, story, though, is that the QWERTY 
keyboard style that was introduced just a short time thereaft er was pre-
cisely designed to do the opposite: to slow the typist down and to avoid 
mechanical jamming.207 However, in reality, this is not the case. Many 
frequent letters in the English language, for example, sit adjacent to one 
another in the QWERTY setup. With E and R, for instance, the letters 
of the second most common letter pairing are right next to one another. 
This belies the idea that the keys were spread so as to avoid common 
letters being hit too frequently at too high a speed (and thereby jam-
ming). Statistical analysis has shown, in fact, that QWERTY keyboards 
actually have more close pairs than a randomly arranged keyboard.208 
Instead, as Jan Noyes put it, “there appears֪.֪.֪. to be no obvious reason 



C H A P T E R  T H R E E94

for the placement of letters in the QWERTY layout, and doubts con-
cerning its origin still remain.”209

The origin of the contemporary keyboard layout remains hazy, but 
it is clear that the earliest keyboards owed a debt in both name and 
layout to musical contexts, to which the keyboard always alludes.210 
Given this lineage, it is perhaps unsurprising that aspects of the player 
piano found their way into the systems of technological playback— 
another instance of what Don Ihde calls “technological multistabil-
ity,” indicating the way that technologies spur a variety of uses that 
sit apart from the original intentions.211 Yet the player piano was not, 
as Thomas W. Patteson cautions, one single invention with one single 
lineage.212 Perhaps the most important historical determinant for the 
case in question, though, is the distinction between programmable and 
preset automatic instruments that preceded the player piano.

The earliest mechanical instruments, dating back at least to the 
fi rst century AD, were fi xed in their playback.213 The music that they 
could produce was determined at the time of production rather than 
by reading any subsequent programmable media. As Teun Koetsier 
documents, the earliest programmable machine known to us was a 
ninth- century automatic fl ute player, designed in Baghdad and called, 
perhaps somewhat bluntly, the Instrument that Plays Itself.214 In this 
setup, which used a pinwheel on a rotating drum to open or close the 
various holes on the fl ute, there is a parallel between soft ware and 
hardware that will emerge in later computational systems.

The development of this early system into the player piano, with 
a divide between hardware that “reads” a set of abstracted soft ware 
instructions not known before operation, introduces an important dis-
tinction, though, between notation and phonography. Early court cases 
around 1908 in the United States ruled that the piano roll of the player 
piano would not incur the need for royalty fees to composers because, 
the court claimed, piano rolls were not “a written or printed record in 
intelligible notation.”215 As Lisa Gitelman charts it, the court in this 
case ruled that “phonograph records were not notational records, and 
air holes could not be symbols.”216 Yet there is a curious distinction to 
be made here between the operation of the phonograph, which mimeti-
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cally records the shape of a sound wave into a groove, and the operation 
of a player piano, which records the playback of key strikes. This is sim-
ilar to the operations that Kirschenbaum undertakes when he performs 
his readings of the marks on a hard disk drive.217 There is an unusual 
system of legibility and inscription at work in such a structure, in which 
writing and reading become so intermediated as to make the operation 
impossible without the intervening hardware. For the specifi c hard-
wares in question, the media are far from notational. The inversion of 
the conventional reading of lyrics in the piano player’s structures, in 
which lyrics had to be read from bottom to top, is just another example 
of how “reading” becomes inverted.218

The development of the computer keyboard also did not progress in 
a straightforward, linear fashion. It was not as though one phase ended 
and another cleanly began but, instead, that diff erent types of computer 
keyboards overlapped with one another. As Mark Seltzer has put it, 
“The typewriter֪.֪.֪. pressures that fantasy of continuous [historical] 
transition.”219 For instance, the idea of a musical- style, single- handed 
“chord” keyboard persisted, thanks to the ongoing eff orts of Douglas 
Engelbart, and over and above the objections of his funder, Joseph Lick-
lider, well beyond the domination phase of the QWERTY keyboard.220 
The idea behind this device was that one could encode any character 
by playing a “chord” rather than pressing just a single key at a time. 
Hence, perhaps, a C minor chord might (as a fi ctional example) result 
in the letter H appearing. The fi ve- bit code of this keyboard, when used 
by a skilled operator, required only a single hand to operate and could 
give substantial speed advantages over the double- handed, QWERTY 
approach.221

A much older technology than QWERTY, the chord keyboard, 
though, was out of step with the uptake of typewriting.222 In partic-
ular, as Bardini highlights, “typewriting was in accord with existing 
practices that made telegraphers effi  cient— especially in terms of their 
ability to input text without looking at their input device.”223 Center-
ing the feedback loop off - stage— decoupling the hand and eye— was 
key here, but it was also something that typewriters had been doing 
for decades by this point, with the marks on the paper appearing dis-
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tantly from the keypresses themselves.224 Certainly, the chord- board 
also had this characteristic of resituated output, but the learning cliff , 
rather than curve, that it presented to the user already familiar with the 
QWERTY keyboard proved insurmountable. Nobody wanted to learn 
a new system of musical- esque chord inputs when they had already 
invested so much in learning how to type on a QWERTY keyboard. 
The activation energy to start afresh— and the opportunity costs of 
investment in learning a new system— were too great.

The takeaway point is that technologies are not selected because 
they are the best or the most effi  cient. They are certainly not chosen 
because they have the ability to teach the user how to do things better 
and more effi  ciently over time. They are instead determined by a set 
of social regularities and normative incorporated practices that build 
a path dependency, but also by the “ad hoc” contingencies of historical 
development.225 In Paul A. David’s account, QWERTY became domi-
nant because of its technical interrelatedness, economies of scale, and 
a quasi- irreversibility of time investment.226 By the time that Engelbart 
tried to reinscribe the chord keyset in computing systems, then, it was 
too late. By that point, use of the typewriter and QWERTY keyboard 
had been “encoded into bodily memory by repeated performance”; they 
had typewritten themselves into our bodies and brains but also, as a 
consequence, into permanent text- input peripheral status.227

In Gitelman’s appraisal, what is oft en lost in this well- known his-
tory of the player piano is the question of indexicality. That is, does 
the writing and reading of punched cards correspond, on a one- to- one 
basis, with the playback of musical notes? Or, as Gitelman frames it, 
“did the perforations have an indexical (one- to- one mapping) relation to 
musical notes, or were they just an arbitrary machine code?”228 Perhaps 
most pertinent for my reading here is the fact that, as I have already 
noted, in the punched- card systems of both the player piano and binary 
computing systems, it is signifi cant that “holes֪.֪.֪. suggested musical 
notes” and not their absence.229 The structure of early binary was that 
space was the solidity of paper, not the actual absence (true space).
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Whitespace Is the History of Serial Silence
The term “whitespace” is oft en used to denote the substrate that sits 
below a printed page. In such a thought model, the idea is that the page 
appears to the reader, in toto, fully formed. The page arises as a surface 
onto which words may statically be printed and the basis for space is 
absence. It is assumed that digital pages work in the same way.

In reality, though, digital space is read sequentially from soft ware 
fi les on disk, with instructions and control characters determining the 
extent of the subsurface space. Just as visual display units “scanned” 
from top left  to bottom right, digital page construction is read from an 
underlying stream of bytes. Within this stream, Unicode control char-
acters specify diff erent lengths of space and even the directionality of 
text, encoding instructions for playback in hidden structures within 
fi le formats that are inaccessible to the human eye, readable only by 
machines. Reconstructing a digital document from a fi le format is not 
a case of loading the stored image in any mimetic form from disk, akin 
to a phonographic representation of a waveform. Instead, it is more 
akin to the punched card of the (nonetheless overstudied) player piano. 
A series of instructions are read back from the storage medium, and the 
soft ware replays them, dynamically, in order to recreate the document 
artifact. Of course, it is not that the word processor strikes the keys; 
there is no mechanical component in such a recreation (although there 
was in the era of electromechanical typewriters). Instead, the dynamic 
playback and reconstruction takes place algorithmically in computer 
memory.

This phenomenon is what Kirschenbaum has referred to as a “bit-
stream,” which denotes “a contiguous sequence of bits for storage or 
transmission.” Importantly, though, Kirschenbaum also notes that the 
term is also synonymously referred to, in digital preservation circles, 
by the word “image.”230 (An example would be a “hard- drive image,” 
which denotes a complete copy of the data found on that hard drive.) 
These two language registers are signifi cantly diff erent, though. An 
image presents itself as a whole and complete surface that rises to our 
apprehension at once, simultaneously (even when digital screens con-
struct such images in sequence, pixel- by- pixel from top left  to bottom 
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right). Most images are distinctly not contiguous sequences that we 
perceive in the same way as, say, left - to- right text in reading. Yet de-
spite the fact that digital preservation experts use these terms of image 
and bitstream interchangeably, the distinction that I am drawing is 
precisely between sequentiality and simultaneity. Computer systems 
create simultaneous page images— including their blank space— by 
sequentially reading back and “replaying” the instruction set that rec-
reates the image. This is a sort of doubled temporality of computational 
media of the type that Wendy Hui Kyong Chun documents, in which our 
digital forms “race simultaneously toward the future and the past.”231

What does all this mean for the history of paper and background 
color that dominated so much of this chapter? In some ways, it is irrel-
evant. The contemporary document loader does not think in terms of a 
white canvas with pre- inscribed inks. Instead, it serially plays back in-
structions for opacity or blankness from the stored fi le. Yet, at the same 
time, the history of the chromoclasm and an understanding of the ori-
entation toward a white- gray- black color spectrum has infl uenced the 
ways that we consider “whiteness” to be equatable with “blankness.”

Likewise, visual display technologies clearly play a role in how we 
understand the “blank” substrate. It was the very fact that early com-
puter monitors did not have a “white” background that prompted this 
entire investigation into the term “whitespace.” Yet this was a red her-
ring. The determinants of space as “white” are much longer in their 
histories than the relatively swift  emergence of CRT technologies in 
the twentieth century and, as I have sought to show, there are other 
stronger lineages for thinking about the history of whitespace.

In all, though, my metaphorical thinking reaches a strange end-
point for understanding whitespace. The dynamic, serial reproduction 
of space using control characters reveals itself as a temporal imperative 
art. The recreation of whitespace unfolds as an active “reprinting” on 
every iteration that loads the document. In this sense, the recreation of 
whitespace is more akin to the playback of recorded music, in the form 
of the player piano’s rolls rather than in the form of the phonograph’s 
etched waveform. The history, then, of digital whitespace is the serial-
ity of musical silence.232
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W H AT  C O U L D  B E  L E S S  P O L I T I C A L  than the computational design of typog-
raphy? It turns out: quite a lot, particularly when we deal with various 
forms of ASCII art that emerged from the DemoScenes of the 1980s 
and 1990s. The DemoScene, which emerged in Europe in the 1980s, 
“is a technically oriented community” that makes “demos that show-
case the programming and artistic skills of their creators. Simply put, 
a demo is a computer program that displays a series of real- time visual 
eff ects combined with a soundtrack.”1 Alongside these demos, groups 
also release so- called NFO fi les (which contain “iNFOrmation” about 
the release).2 

The NFO fi les produced by these groups are written in a format that 
takes advantage of particular typographic features in order to render 
a type of concrete poetic outline. Figure 1, for example, is composed 
entirely of textual characters. This is not a drawing using Photoshop or 
any other imaging program. All of the visual eff ect is created by using 
diff erent textual elements, although it does rely on specifi c block char-
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acters in the Unicode spectrum to produce diff erent shading eff ects. 
There is, though, a history of computational colonialism at work in this 
double- layered process of making art from text. For the characters that 
translate into ASCII art “blocks” when used in an appropriate font are 
all drawn from the non- English alphabet. That is, the blocks appear 
when using characters from outside the Latin alphabet, when the font 
has not bothered to create encodings for these glyphs.

This fourth chapter dismantles the assumption that digital typogra-
phy and font design are “just letters.” It thus explores the way in which 
a linguistic colonialism has emerged in the development of typography 
through an analysis of the Unicode implementation.3 This has been 
an ongoing problem for several decades now. For example, in 2007, K. 

FIGURE 1. ASCII art by SkiA
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David Harrison and Gregory Anderson noted in a letter to the Unicode 
consortium:

The current Unicode proposal (authored by Michael Everson, 
dated 1999- 01- 29) is incomplete in its current form and notably 
requires consultation and fact- checking with the user commu-
nity. While it is crucial that the Ho orthography be included in 
Unicode, this can only be done in close consultation with Ho 
scholars at every step of the process. As a practical and ethical 
matter, we urge the Unicode consortium to accept only proposals 
that emerge from or are formulated in close consultation with 
native speaker communities. To do otherwise is to espouse a kind 
of linguistic colonialism that will only widen the digital divide.4

Indeed, one of the basic premises seen in the Unicode specifi cation 
is that English- language Latinate characters are the fi rst to appear in 
the table, while other linguistic systems are oft en relegated to much 
higher assignations. Sometimes, as Sharjeel Imam points out, these 
“other” languages are spread across many diff erent blocks rather than 
appearing in the more concentrated forms of the Latin alphabet.5 Dig-
ital “internationalization,” then, means a sequential spread outward 
from English to other cultures, demonstrating a strong Anglocentrism. 
As Don Osborn puts it, for example, “Apart from Arabic, the develop-
ment of the use of African languages in computing and the internet 
has been relatively slow for a number of linguistic, educational, policy 
and technical reasons,” and “a particular problem for a number of lan-
guages written with modifi ed letters or diacritic characters— or entire 
alphabets— beyond the basic Latin alphabet (the 26 letters used in En-
glish) or the ASCII character set (that alphabet plus basic symbols) has 
been the way in which computer systems and soft ware handle these.”6 
As “an industrial standard controlled by the industry,” in Domenico 
Fiormonte’s words, we should be skeptical about “claims about the 
neutrality or impartiality of” Unicode— the subject of this chapter.7 
At the same time, such a pronouncement is not, perhaps, so surpris-
ing. As Bernhard Rieder has framed it, following Gilbert Simondon, 
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“The technical object sits between the natural and the technical world 
and, through it, each world acts on the other.”8 Our technical historical 
biases mirror the extratechnical social biases of the world.

It is oft en easy to assume that the history of Unicode— and other 
technical standards or elements (in this chapter I also examine the na-
tionalistic implications of so- called autonomous systems and the dis-
tributed “governance” of blockchains)— are simple to research. Aft er 
all, the specifi cation exists in diff erent versioned editions that corre-
spond to the time of release. What could be easier than simply to trace 
back through this version history and to dig out what one needs to 
know at any particular point?

The truth is actually somewhat diff erent, though. Take, for in-
stance, the character “⍼.” This character is known as “right angle with 
downwards zigzag arrow,” and Jonathan Chan has extensively sought 
its origin, to no avail. As Chan has traced it, the character originates 
in the “Proposal for Encoding Additional Mathematical Symbols in the 
BMP (N2191),” which was released on March 14, 2000. The symbol had 
its beginnings in the so- called STIX project, which was concerned with 
“Scientifi c and Technical Information Exchange” (although there is 
also an unrelated project concerned with “Structured Threat Informa-
tion Expression,” an XML language that specializes in describing cy-
bersecurity threats).9 But nobody actually now knows what the symbol 
is for or what it is supposed to represent. The symbol also originally 
featured in an earlier “International Glyph Register,” which no longer 
exists.10 As Chan puts it, though, even if this could be located, “it likely 
merely contains another table with the glyph, the identifi er, and the 
short description.”11 In Chan’s hunt, he even had a reply from Barbara 
Beeton, a prominent fi gure at the American Mathematical Society and 
the TeX layout/typesetting project who said that she “had no idea what 
the symbol meant or was used for.”12 My own brief online conversa-
tion with the Fields Medal– winning mathematician Timothy Gowers 
revealed that it was no form of mathematical notation known to him, 
“although it somewhat resembles a mark some people put at the end 
of a proof by contradiction.”13 As such, in Chan’s words, “the meaning 
of ⍼ will be whatever meaning is assigned by whoever uses it next֪.֪.֪. 
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if anyone uses it at all,” which may be true, but is also probably true of 
any linguistic sign.14

More broadly, this quest to uncover the meaning and origins of a 
“mathematical” symbol only goes to show that, in fact, digital- textual 
history is not straightforward, even when all the sources are available. 
We have a good documentation trail of where this symbol came from. 
However, at a certain point in the history, the trail of meaning runs cold. 
When the originator who transferred the glyph across confesses that she 
didn’t know the meaning at the time, it becomes clear that the history 
is only going to take us so far. This murky background also raises some 
important questions about standardization and the actions of those who 
encode such standards. If the people working on standards do not fully 
understand the standards they are creating, what do we lose in the pro-
cess? Is U+237C, the character in question, some form of prank joke 
from the past, now destined forever to be preserved because nobody 
knows what it means? When textual encoding standards do not make 
clear the function of the characters that they provide, they certainly 
make the standard more fl exible. However, they also then open the door 
to the possibility of senseless encodings that become lost to time.

It is also the case that Unicode does provide a way of describing the 
uses to which its characters are put. It is simply that the descriptions 
are oft en not very good. It is also true that localizations may play a 
role in how meaning is described in Unicode. Another Stack Over-
fl ow (a tech- support community forum) respondent, “Aart,” claimed 
that this mystery glyph “indicates an Y- axis which continues further 
below the X- axis starting in the corner” and that although they didn’t 
“have any ref materials,” it was apparently “still standard lay- out in our 
Dutch economy schoolbooks, in the 90’s.”15 That is to say that there can 
be specifi c local knowledges that are beyond the bounds of the inter-
net to describe. Indeed, because open educational resources were not 
common in the 1990s, a simple search engine hunt for the glyph returns 
no results, beyond the controversy of this specifi c historical debate. On 
the other hand, living individuals may know of local specifi cs that are 
not available digitally. Even though this is a digital and global historical 
matter, it is one rooted in analog and localized knowledges.
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This history of a single code point in Unicode serves, then, as a 
constructive lesson on the limits of digital history. To believe that we 
have cemented future meaning due to open standards and versioning is 
clearly a misplaced faith, unless the people who are encoding the stan-
dards ensure, constantly, that there is enough widespread and shared 
cultural knowledge of the use to which the code points are put (and a 
persistent way to access this). Like the world’s endangered languages of 
Parji and Zenatiya, we can oft en be left  with digital traces and pointers, 
lacking real- world extant references, and with a self- perpetuating set of 
standards that do not understand that which they propagate. Without 
the real- world context, no degree of digital archival standardization 
will help us to understand digital- textual material history.

Studying Digital Infrastructures
In order to grasp the correlations between font and character- point 
development and geopolitical structures, we must fi rst comprehend 
how such correlations of classifi cation became buried or hidden in the 
fi rst place. Among the best works to give a framework for thinking 
about classifi cation in the age of digital infrastructure are Geoff rey֪C. 
Bowker and Susan Leigh Star’s Sorting Things Out and Star’s “The Eth-
nography of Infrastructure.”

Beginning with the latter, Star starts with a humorous note, namely 
that infrastructure is mundane. Her article is, therefore, “a call to study 
boring things.”16 The fi rst examples that Star gives of such “boring 
things” are the International Classifi cation of Diseases (ICD) and the 
telephone book. Star claims that the latter is potentially more interest-
ing (and less “boring”); a telephone book tells you a great deal about the 
demographics of an area through how businesses present themselves, 
restaurant listings, surnames, etc. Yet this is potentially disingenuous. 
ICD is also important and interesting because it shows precisely what 
is considered a disease/illness and what is thought outside of that pur-
view. It is a map of an era’s pathologies. Given the degree of controversy 
around medical diagnoses of psychiatric complaints and the Diagnostic 
and Statistical Manual of Mental Disorders (DSM), Star knows that it 
is not really fair to call this “boring”; the ICD tells us a lot, too, about 
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that most socially studied of fi elds: medicine. When Star categorized 
such infrastructures as “boring,” she knew, of course, that this stance 
was coy.

There are challenges in studying digital infrastructure using con-
ventional ethnographic principles. Not least of these is the scale of the 
undertaking. Ethnography is very good at focusing on the unique and 
the specifi c and surfacing these micronarratives. But what do you do 
when the object of your study is massive, as are many contemporary 
digital infrastructures? We need to study this infrastructure somehow. 
Literally, in etymological terms, we are talking about an under (infra- ) 
structure— that which undergirds other things. If you do not focus on 
these underpinnings, you “miss essential aspects of distributional jus-
tice and planning power.”17

What are (digital) infrastructures? For Star, infrastructures are 
always relational— that is, they must exist in relation to a specifi c 
actor. A staircase is one person’s infrastructure— seamless, invisible, 
functional— but for the wheelchair user, it is a barrier.18 Star gives a 
series of characteristics of infrastructures. They are:

Embedded: infrastructure is “sunk into and inside of other 
structures.”

Transparent: infrastructure “invisibly supports” tasks.

Broad in reach or scope: infrastructure “has reach beyond a single 
event or one- site practice.”

Learned as part of membership: communities of practice take their 
infrastructures for granted.

Linked with conventions of practice: there is a type of path depen-
dency on past conventions. Star gives the example of the QWERTY 
keyboard, studied in the previous chapter.

Standardized: infrastructures work with other infrastructures 
through common interfaces.

Built on an installed base: “infrastructure does not grow de novo; it 
wrestles with the inertia of the installed base and inherits strengths 
and limitations from that base.”
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Visible upon breakdown: the invisibility of infrastructure fades 
away when it breaks.

Fixed in modular increments: infrastructures are not installed in 
toto in one go.19

Word processing and digital text align with many of these infrastruc-
tural characteristics. They are, for instance, certainly “embedded.” 
This can be seen in how Unix terminals display textual characters or 
how web browsers display preformatted text and require textual input. 
The basic substrates of textual input and reproduction are so embedded 
within various computational contexts that they seem indispensable. 
The ubiquity of this embeddedness leads to notions of transparency. 
We are so used to digital- textual composition invisibly supporting 
tasks that we rarely focus on the mechanism of its action. It is perhaps 
not worth systematically evaluating how digital text production fi ts 
within every single one of Star’s infrastructural characteristics, as it 
is oft en very easy to see this at a glance. However, it is important to 
consider under what conditions textual input becomes “visible upon 
breakdown,” a question to which I will return when I cover digital 
preservation.20

How should we study such infrastructure? There are several “tricks 
of the trade” to which Star points:

 1. Identifying master narratives and “Others”: That is to say that we 
can inquire of the assumptions that any infrastructure makes. A 
good example that Star gives is the idea of labeling adhesive ban-
dages as “fl esh colored” when this actually only describes white 
skin. A digital example is the assumption that programming lan-
guages should use Latin characters and English words.

 2. Surfacing invisible work: Invisible labor pervades most infra-
structures and, as with the breakdown of the infrastructure as a 
whole, is only usually noticed when it fails. A good example of this 
is the extent to which many digital systems rest on open- source 
projects that are maintained by a single volunteer, creating an 
extremely fragile global infrastructure.
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 3. Finding paradoxes of infrastructure: The example Star gives is that 
small technical challenges— such as adding a single extra button 
in a workfl ow— present near- insurmountable technical challenges 
to users. This is because of the ways that components interact in 
assemblage: for instance, a user has a memory of workfl ow.21

So how do we read such infrastructure as the underlying mechanisms 
of textual production? Star suggests that we must read across several 
diff erent levels:

 1. As a constructed material artifact: “with physical properties and 
pragmatic properties in its eff ects on human organization”

 2. As a trace of record of activities: as a type of imprint or 
“information- collecting device”

 3. As a representation of the world: a kind of model with a “sort of 
substitution” at play22

Star notes that these indicators, as she calls them, have parallels else-
where. She uses the distressing example of fi lms that include depictions 
of rape, which may tell us much about attitudes toward rape in a society 
but are not the same as police statistics about rape or phenomenological 
investigations into the experience of being raped.23

Star’s article gives us a fi rst framework for thinking about how 
we can analyze the geopolitics of digital- textual infrastructure.24 The 
second set of principles for thinking about text ingest and output, 
though, are standards. Bowker and Star defi ne standards through a 
set of six points that are helpful for understanding the development of 
Unicode as the example of this chapter:

 1. Standards are any set of agreed- upon rules for the production of 
(textual or material) objects.

 2. Standards span more than one community of practice (or site of 
activity). They have temporal reach and persist over time.

 3. Standards are deployed in making things work together over dis-
tance and heterogeneous metrics.
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 4. Standards are oft en enforced by legal bodies, be these mandated 
by professional organizations, manufacturers’ organizations, or 
the state.

 5. Standards are not necessarily the best way of doing things. 
QWERTY and VHS are two standards that were not necessarily 
superior to their rivals but nonetheless ended up winning.

 6. Standards have signifi cant inertia and can be diffi  cult and expen-
sive to change in the future.25

Since Bowker and Star’s treatise on classifi cation, published over 
twenty years ago, standards have continued to exert an important in-
fl uence over contemporary discourse. They have also continued to pro-
liferate. As the well- known web comic, xkcd, put it: “Situation: there 
are 14 competing standards. / 14?! Ridiculous! We need to develop one 
universal standard that covers everyone’s use cases. / Situation: there 
are 15 competing standards.”26

Such a stance may cause us wry amusement, although it is not 
strictly true. Some standards have converged and consolidated over 
time. USB, the Universal Serial Bus, has, for the most part, replaced 
many previous standards, with the “universal” of its name largely hold-
ing true (although there are, in fact, multiple diff erent endpoints of 
USB cables: USB- A, USB- B, and USB- C). Likewise, Unicode— another 
standard seeking universality— has also won out over most (although 
not all) rival formats. As was covered briefl y in the preceding chapter, 
Unicode is a format designed to allow for the encoding of all the world’s 
languages, giving computing systems a true cultural interoperability.27

If you wanted to design a system that could accommodate all of the 
world’s languages, as does Unicode, you would assume that, from the 
start, you would need to seek advice from orthographers worldwide. 
The format would need, by design, and from the very start, to have 
input from language experts from around the world to ensure that cul-
tural interoperability was baked into the core of the system. Aft er all, 
as Bowker and Star caution us, the “lock- in” of designing a standard 
that then needs changing can be very debilitating. Yet, as we will go 
on to see, analyzing Unicode through the infrastructural lenses that I 
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have here outlined, the development of this standard embodies a set of 
challenging diffi  culties concerned with the geopolitical distribution of 
digital text processing.

The later parts of this chapter take a slightly diff erent tack. While it 
is clear how Unicode— a standard for the conveyance of digital text— 
fi ts with this book’s theme of digital- material textual history, this may 
be less clear when I turn to the infrastructures of the Domain Name 
System, autonomous systems, and blockchains. The simple answer, 
though, is that the transmission of contemporary digital text relies on 
such systems. It is not possible to understand the most recent text tech-
nologies without analysis of technological systems that, at fi rst glance, 
seem distant from functions such as word processing. As more and 
more of our daily text is routed over the internet and World Wide Web, 
it becomes ever more crucial to understand ideas of the digital gover-
nance of those systems (and recent attempts to widely distribute gover-
nance among many diasporic parties). These systems of oversight also 
matter for the topic of this chapter— geopolitics— because governance 
is usually conceived in terms that are spatial and proximate. Nations 
are most oft en grouped by proximity, although colonial histories com-
plicate such a setting. Digital “spaces” are subject to the same types of 
pressures and forces as real- world governed regions, further strength-
ening my argument that digital text is geopolitically structured.

Unicode and Its Development
Version 1.0 of Unicode was released in 1991 and contained Arabic, 
Armenian, Bengali, Bopomofo, Cyrillic, Devanagari, Georgian, Greek 
and Coptic, Gujarati, Gurmukhi, Hangul, Hebrew, Hiragana, Kannada, 
Katakana, Lao, Latin, Malayalam, Oriya, Tamil, Telugu, Thai, and Ti-
betan scripts.

These scripts represent the most commonly used global or-
thographic systems. The Latin character set, for instance, is the basis 
of the international phonetic alphabet and has spread far and wide. 
However, the main reasons for this spread are historical and religious. 
As Florian Coulmas notes, the reason that the Latin alphabet has 
been adapted so many times in so many distinct cultural contexts is 
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explained as “a direct result of the Christianization of Europe.”28 In 
a sense, this merely echoes David Diringer’s well- known thesis that 
“alphabet follows religion.”29 For instance, the Cyrillic extensions of 
the Greek alphabet are prevalent in areas dominated by the Orthodox 
Church. Yet even the name Cyrillic comes from the missionary Cyril 
(827– 69 CE), who was responsible for converting the Slavs.30 Decisions 
around Unicode’s originary scripts are determined by a long history of 
religious alphabet dominance.

The choice of implementing Latin scripts as a starting point carries 
with it cultural challenges. It might be easy to think that because Latin 
script is, by some estimates, used by up to 70 percent of the world’s lan-
guages, its inclusion is straightforward. Yet the scripts embody local 
geographic tensions that can become mirrored in digital writing sys-
tems. For example, in the present day, the ongoing division between the 
Catholicism of Rome and the Orthodoxy of Constantinople is embod-
ied in Serbo- Croatian language areas. Croatians, for instance, use the 
Latin script, while Orthodox Serbs use Cyrillic.31 Implementing Latin 
without Cyrillic would have caused geopolitical tensions in this region 
and would scarcely live up to the ideal of a “universal” code for writing.

An instructive example of such challenges can be found in the 
nature of the committee that advises the Unicode consortium on the 
Han character set: the Ideographic Research Group (IRG). A subgroup 
of the catchily named Working Group 2 of International Organiza-
tion of Standards/International Electrotechnical Commission Joint 
Technical Committee 1 Sub- Committee 2, the IRG contains mem-
bers from China, Japan, South Korea, Vietnam, and other regions that 
use Han characters and logograms. Headed since 2004 by Professor 
Qin Lu ( ) of Hong Kong Polytechnic University, the group meets 
every year and, thus far, has proposed at least seven extensions to the 
Chinese- Japanese- Korean (CJK) character sets. Chinese, unlike the 
other systems already covered, does not work on the basis of an ordered 
“alphabet.”32 The divide, as Thomas S. Mullaney puts it, “is one that 
pits all alphabets and syllabaries against the one major world script 
that is neither: character- based Chinese writing.”33

The reasons why characters have been added at various stages in 
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Unicode extensions, rather than in one fell swoop at the beginning, 
are several. At least one reason is the complexity of the glyphs and 
the scale of the work. For instance, Unicode 13.0, released in March 
2020, contained CJK Unifi ed Ideographs Extension G, which added a 
further 4,939 characters.34 This update included the kokuji (a Japanese 
kanji character) taito, which is the most graphically complex character 
in the Han system. Writing the character by hand requires eighty- four 
separate strokes. The extension also includes the character for biáng, 
the second most complex character, although trailing far behind taito 
at just fi ft y- eight strokes. It was fi rst proposed in 2015 in document 
IRGN2107, and it took fi ve years for this complex character to earn its 
place in the fi nal Unicode specifi cation.35

The document proposing new characters has to provide evidence 
of their usage. In the case of taito, the proposal referenced a dictionary 
(the Nandoku seishi jiten) and a “little book of idioms” (Chokkanryoku ga 
mi ni tsuku kanji jukugo kuizu). Yet taito and biáng are not common char-
acters. The complexity of the strokes required to form these characters 
precludes them from being scribbled down in, say, a hurried sign- off . 
In fact, one can imagine that most people writing by hand would stu-
diously attempt to avoid writing these characters.

Hence, the CJK charsets demonstrate a “layout by complexity” 
that simply does not feature in many other codesets. The rarity of use 
of such characters is determined by the diffi  culty of writing them by 
hand, which then determines that they are not included early in dig-
ital orthographic notations. That is to say that the infrequency of the 
character’s use, even in the digital space, is determined by the fact that 
it is diffi  cult to write by hand. There is a circle (perhaps vicious) where 
the handwritten complexity relegates the character to only occasional 
usage. As a consequence, the character is not frequently needed in 
computational representation and in general language. Hence, compu-
tational writing systems take a long time to support such characters, 
even though in the digital environment it becomes a matter of a single 
keystroke to generate the complex logogram. Thus, although there 
could be a huge amount of work saved in replacing the character with 
a digital version, it has become scarce by defi nition precisely because it 
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is diffi  cult to write by hand. The loop is, therefore, a situation where the 
characters that would most benefi t from digitization are not digitized, 
because they are not frequently used, because they are diffi  cult to write 
by hand. That said, the origins of these particular kanji remain unclear. 
Some have even asked whether taito is a joke, given the diffi  culty of 
writing it.36 Nonetheless, the complexity of handwriting has a direct 
infl uence on the marginalization of specifi c characters in the Unicode 
specifi cation.

Of course, in these character systems, general literacy does not re-
quire knowledge of the full character set. A recent analysis by Ashwin 
Purhit determined that, in the Google Books corpus, there are 26,767 
Chinese words that occur more than 1,000 times between 2000 and 
2009. Within those common words there are 3,848 unique characters. 
Yet, to read 90 percent of the characters that appear, you would need 
“only” to know 633 of them.37 This situation is, again, very diff erent 
from the basic Latin alphabet with just 26 characters, exempting di-
acritics. It also creates a further regression of dependency in which 
Unicode will center the characters that appear most frequently while 
relegating the less common characters to future updates (regardless of 
how many strokes it may take to form the kanji).

In these senses, Unicode provides us with an instructive use case for 
how real- world geopolitical determinants condition the development 
of “universal” digital standards. They are not always the prerequisites 
that one might expect. Certainly, the geopolitics of the Cyrillic alpha-
bet or the complexities of handwritten kanji do not seem the most likely 
candidates. Yet our digital worlds continue to be shaped by these geo-
graphical coordinates, yielding a digital cartography with unexpected 
textual prelineages.

Digital Borders and Distributed Governance
Among the most ridiculed of recent statements about the internet was 
the analogy drawn by US senator Ted Stevens, in 2006, who described 
the most advanced communication infrastructure on the planet as a 
“series of tubes.” Oh, how easy it was to laugh at such a seemingly 
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naive sentiment. Yet, as Ed Felten points out, computer programmers 
frequently talk of “pipes” and “sockets” in network programming.38 Is 
this such a far cry from tubes?

More to the point, Stevens’s statement draws attention to the very 
real (and now perhaps overly remarked upon) geo- materiality of the 
internet, which is crucial to an understanding of the dissemination of 
contemporary digital text. Undersea cabling that connects our con-
tinents digitally certainly does use a series of tubes to do so. These 
cables also have limited capacity in terms of the volume of data that 
they can carry. In an acute sense, the map of the internet’s tube is laid 
out in geopolitical terms. This “intricate geopolitical scenario” is no-
where so clear, as Domenico Fiormonte puts it, as in “the map of the 
major connectivity providers.”39 In this scenario, thirteen “tier- one” 
sites are underpinned by seven core backbone transit providers. The 
result, according to Andrew Blum, is “a tightly interconnected clique of 
giants, oft en whispered about as a ‘cabal,’ ” that provide the underlying 
connectivity of the internet.40 The tubes are not only real, but they are 
owned by specifi c concrete entities.

An important point, when considering the geopolitical segregation 
of the internet and contemporary digital text dissemination, is the way 
that the domain name system (DNS) propagates information between 
so- called autonomous systems (AS) using the Border Gateway Protocol 
(BGP). This protocol is designed for mimesis of various nationalistic 
systems of claimed self- determination, with strong hints of politically 
isolationist tendencies. The BGP is another good case study of how 
geopolitical considerations condition the spread of digital text.

While the term “autonomous systems” carries overtones of the 
apocalyptic science fi ction of The Terminator (1984), it actually refers to 
a collection of connected internet protocol routing prefi xes controlled 
by a unifi ed network operator. The reason for the creation of such sys-
tems is that, as address space has increased on the internet, routers no 
longer have suffi  cient memory to store all domain name mappings. As 
a result, autonomous systems expose a “border” to the general internet 
and then handle their own address space internally. This reduces the 
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volume of general routing on the internet by essentially delegating in-
ternal control to organizations that register themselves as autonomous 
systems.

What does it mean to be an “autonomous system”? As with most 
low- level internet technologies, a hobbyist community has sprung up 
around the BGP where enthusiasts have decided to implement their 
own autonomous systems rather than simply piggybacking on big 
corporations like everyone else. These eff orts raise the fundamental 
question: Who has the right to be autonomous and who legitimizes 
autonomy in the digital world?

Considering the mythology of the internet as a decentralized Wild 
West of anarchic free- for- alls, some parts of the process for establish-
ing an autonomous system are remarkably controlled and dependent 
on a central authority. For instance, an autonomous system must, it 
transpires, be a legally incorporated entity.41 On the other hand, parts 
of the setup process are extremely low- tech. Kenneth Finnegan found 
that the transfer of an IP address block to allow an announcement over 
BGP required an authorization via a signed and scanned piece of phys-
ical letterheaded paper. In an era of sophisticated hacks that can bring 
down global corporate networks, parts of the internet’s lowest- level in-
frastructure are still reliant on ink signatures on easily forgeable paper 
letters. What could possibly go wrong?

Perhaps the most complex part of such hobbyist enterprises is nego-
tiating the social setups that drive the internet. For instance, consider 
the concept of “peering.” Peering is the process by which diff erent au-
tonomous systems are connected to one another. It is the way in which 
packets on the internet are routed between these systems. The basic 
idea is that every connected entity requires multiple redundant con-
nections to other nodes— peers— so that they will remain connected 
even in the event that one part of the structure fails. By way of a traffi  c 
analogy: if the bridge is closed, the packets can take another route. 
Interested parties can observe the peerings of various autonomous sys-
tems by using so- called looking glass servers that allow examination 
of remote connectivity.

The challenge is that peering is done on the ad hoc basis of back-
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room handshakes and friendly deals. Or, put otherwise, this is the 
point “where human networking becomes exceedingly important in 
computer networking.”42 Once again, here the social complexity of 
these systems belies the belief that mere technicalities underpin these 
structures. Indeed, the system is so socially complex that there is even 
a whole book on how to navigate this landscape, William B. Norton’s 
The 2014 Internet Peering Playbook: Connecting to the Core of the Inter-
net.43 To operate at this level of technical engagement requires a book 
on social strategies for integrating yourself within the murky world of 
backroom deals.

But what is so autonomous about these so- called internet autono-
mous systems? How does the autonomy of an autonomous system map 
onto the imagined communities of self- determined nation states or 
autonomous regions and areas? Indeed, what does it mean to think of 
independent “sovereignty”— that watchword of recent independence 
campaigns in the UK and elsewhere— in the internet “space”?

“Nation, nationality, nationalism,” writes Benedict Anderson in 
his fi eld- defi ning account of the forms, “all have proved notoriously 
diffi  cult to defi ne, let alone to analyse.”44 While, since and due to his 
study, this is no longer quite the case, the purpose of Anderson’s work 
was to relativize and historicize the idea of nationhood, to see “nation- 
ness, as well as nationalism [as] cultural artefacts of a particular kind.”45 
That is, while geographic proximity does, in some cases (diasporic cul-
tures excepted), unite those who imagine themselves under the banner 
of nationhood, the phenomenon is much more culturally contingent 
than it might at fi rst appear. Eventually, Anderson settles on his well- 
known defi nition: a nation is “an imagined political community— and 
imagined as both inherently limited and sovereign.”46 The imaginative 
portion of these imagined communities stems from the fact that “the 
members of even the smallest nation will never know most of their 
fellow- members, meet them, or even hear of them, yet in the minds of 
each lives the image of their communion.”47

There are three further important “imagined” components in 
Anderson’s defi nitions. The limits of nationhood are imagined “be-
cause even the largest of them֪ .֪ .֪ . has fi nite, if elastic, boundaries, 
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beyond which lie other nations.” Further, the nation is imagined as 
sovereign— or, we might say, “autonomous”— “because the concept was 
born in an age in which Enlightenment and Revolution were destroying 
the legitimacy of the divinely- ordained, hierarchical dynastic realm.” 
Finally, “it is imagined as a community, because, regardless of the 
actual inequality and exploitation that may prevail in each, the nation 
is always conceived as a deep, horizontal comradeship.”48

To what extent might Anderson’s defi nitions apply to the “autono-
mous systems” of the internet? Are the peered connections of auton-
omous systems that underpin digital text dissemination analogous to 
nation states? The answer is perhaps more complicated and lies also 
in the idea of corporate personhood, a dubious legal principle that led 
Robert Reich to quip that he’ll “believe corporations are people when 
Texas executes one.”49

The purpose of corporations, of course, is to act as legal vehicles 
that can displace risk from natural persons. The thinking behind this 
is that people can act in an entrepreneurial fashion, without incur-
ring personal fi nancial risk. For some, this inculcates a healthy degree 
of industry. For others, it appears as an unfair form of governmental 
social support that is given to corporations but denied to individuals. 
The etymological root of corporation is from corporationem, meaning 
“assumption of a body,” thereby linking the organizational form to 
the form of a person. Yet in the US context, the idea that corporations 
might have equal rights as real people dates as far back as 1886, when 
a plaintiff  in the Supreme Court case Santa Clara County v. Southern 
Pacifi c Railroad Co. claimed the rights of the equal protection clause of 
the Fourteenth Amendment for the body corporate.50 Since that time, 
the scope has increased, to the extent that corporations are now able 
to hold religious beliefs and can make unlimited political expenditure 
as part of constitutional First Amendment rights.51 As Mark McGurl 
puts it, remarking on the widespread fi ctionality of this construct, “The 
corporation itself, constructed by law as a fi ctional person, could not 
exist without the consent of governments that decide to believe in that 
fi ction and recognize it as the bearer of civil rights.”52

The analogous rights of corporations to real people are not unlim-
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ited. Some US laws, for instance, refer specifi cally to “individuals,” de-
fi ned as “a citizen of the United States or an alien lawfully admitted for 
permanent residence.”53 The same goes for the Fift h Amendment right 
against self- incrimination. It is not straightforward to say that corpo-
rations are equal to individuals, even if they have some of their rights. 
However, they certainly have a degree of autonomy, as in the autonomy 
of “autonomous systems.”

In some ways, the rights of corporations in law makes sense. Aft er 
all, on the one hand, corporations are to some extent subject to the ob-
ligations of law, including paying tax and complying with regulations. 
As a result, one would argue, they should also have rights. Indeed, be-
cause they function as a collection of individuals, corporations seem 
well placed to have rights and responsibilities, and obligations and 
freedoms, in legal structures. On the other hand, the concept of corpo-
rate “persons”— so- called creatures of statute— seems very odd when 
exerting, say, religious beliefs. Even when such beliefs are progres-
sive, they can seem absurd. For instance, the Carphone Warehouse, a 
UK- based retailer of mobile telephones, announced in a press release 
that the organization is “totally against all forms of racism” and that 
“this behaviour is entirely at odds with the brand values of the Car-
phone Warehouse.”54 As the comedian Stewart Lee drily quipped of 
this remark, this was helpful as “prior to reading that statement, I had 
suspected that the Carphone Warehouse was in fact a front for a white 
supremacist organisation.” The three actual values of the Carphone 
Warehouse, according to Lee, might be to “(1) sell phones, (2) sell more 
phones, and (3) deny the Holocaust.”55

Jesting aside, corporations expressing views and beliefs, exerting 
rights, and being beholden to responsibilities brings into focus ques-
tions of autonomy and sovereignty. Like a nation state beyond whose 
walls sit other nation states with which there may be communications, 
wars, trade, and other relationships, corporations fi nd themselves in a 
position to exercise power with certain constraints imposed externally 
upon the limits of that power. The communities of interaction— and 
with whom corporations must imagine interactions— include nation 
states and their governments, individuals, other corporations, and legal 
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apparatuses. It is a complex web of sovereignty within which the con-
temporary corporation exists.

Autonomous systems on the internet must be owned by corpora-
tions. Yet even the process of establishing such an organization is geo-
politically determined. The ASN (Autonomous System Number) Table 
is populated with AS numbers by the Internet Assigned Numbers Au-
thority, which in turn delegates to regional  internet registries (RIRs). 
These RIR organizations are split into fi ve areas: the African Network 
Information Center (AFRINIC) for Africa; the American Registry for 
Internet Numbers (ARIN) for Antarctica, Canada, parts of the Carib-
bean, and the United States; the Asia- Pacifi c Network Information 
Centre (APNIC) serving East Asia, Oceania, South Asia, and Southeast 
Asia; the Latin America and Caribbean Network Information Centre 
(LACNIC) for most of the Caribbean and all of Latin America; and 
the Réseaux IP Européens Network Coordination Centre (RIPE NCC) 
for Europe, Central Asia, Russia, and West Asia. Autonomous systems 
map onto corporations but then back into geographical coordinates.

Thus, despite the fact that most autonomous systems seek points 
of presence in multiple geographic regions, for redundancy purposes, 
the֪ability to establish a low- level organization with direct peering 
on t֪he internet is controlled by regionally specifi c registries. In the case 
of the Caribbean, it is especially interesting to note that both ARIN and 
LACNIC serve the region. Historically subject to multiple colonizing 
forces, be this the Dutch, the French, or the English, there remains a 
fragmentation in this area with respect to internet assignments. For 
instance, the Caribbean Netherlandish islands of Bonaire, Saba, and 
Sint Eustatius, as well as Trinidad and Tobago and Saint Martin and 
Sint Maarten are all under the jurisdiction of LACNIC. By contrast, 
Jamaica and Saint Lucia, as just two examples, are under ARIN. Hence, 
there are complex regional mappings of internet authority to contested 
national statehoods.

One of the crucial things to understand about the systems for ad-
dress and domain name assignment is that, despite the abundance- 
thinking that characterizes most of the digital age and that I have 
already covered above— in which we imagine that the digital space has 
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managed to overcome the limits on copying in the “real world”56— the 
regional registries system is an attempt to manage scarcity.57 Addresses 
on the internet, in the IPv4 scheme, are scarce by virtue of design (the 
original planners never realizing that the scope might be exhausted 
and that this network would, truly, have billions of devices connected) 
but also by individual units’ technology capacity (routers possessing 
insuffi  cient memory to store the entire address table of the internet at 
any one time).

The governance of the internet— which is oft en erroneously consid-
ered to be ungoverned and anarchic— is not imperious but structural. 
As Milton Mueller puts it, “For any complex sociotechnical system, es-
pecially one that touches as many people as the Internet, control takes 
the form of institutions, not commands.”58 Yet the contradictions of the 
development of internet structure do look quite a lot like an unplanned 
accidental incursion. In its early days, the internet was a tool of edu-
cation, although one also beholden to the command control needs of 
the military.59

As is well known, though, for most of the history of the internet, 
the functions of domain name addressing and address assignment were 
controlled by American organizations, in keeping with the geographical 
development of the ARPANET at UCLA. Indeed, key technical ele-
ments of the internet were held solely by the US military and by the Na-
tional Science Foundation. For instance, the central “A root server” of 
the domain name system, which holds ultimate authority over the fi nal 
“answer” to any DNS query, was owned by Network Solutions, Inc. and 
sited in Reston, Virginia. It wasn’t until 1997 that the US Department of 
Commerce launched a formal procedure to privatize DNS and thereby 
to decentralize the United States in the total operation of the internet.60 
At that point, it is curious to note, the process of decentralization took 
the United States’ favored technique of corporate ownership, rather 
than, say, ownership by a transnational governmental body or coalition. 
There is, that is to say, a curious part of American decentralization that 
once more comes back to corporate persons.

As Mueller points out, the process of transferring DNS to private 
ownership and governance was forced to take place over a very short 
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four- month window. Although a crucial change to the operation of the 
entire internet, the outsourcing of DNS was enacted extremely quickly. 
The parallel that Mueller draws in his Ruling the Root: Internet Gover-
nance and the Taming of Cyberspace is to the draft ing of a constitution. 
Again, we fi nd ourselves in metaphorical parallels to the governance 
of nation states (particularly the United States with its strong written 
constitution)— and corporate bodies— in the history of the internet. For 
instance, the initial governance meetings to draft  this “constitution” 
were overseen by Tamar Frankel, a law professor who was an expert in 
corporate governance but who knew very little about the technicalities 
of the internet.61 The privatization of DNS was embedded in social dis-
cussions around operation, ownership, and governance, with technical 
considerations bumped somewhat down the list (for once).

Mueller and others wanted, in many ways, to posit the internet’s 
new governance structure as a discontinuity that disregarded nation 
states and their like in favor of a new transnational structure. “The 
Internet,” he writes, “was diff erent, however. It seemed to call forth 
an entirely new spirit for collective action. It had created a perplex-
ing set of issues that eluded resolution by any one government or or-
ganization.”62 Furthermore, we are told, “the Internet’s structure was 
so distributed, and the organizations that built it were so diverse and 
so informal, however, that no single group, not even the U.S. govern-
ment, possessed the legitimacy and authority to pull it all together on 
its own.”63 This is, however, confusing. Quite clearly, at the birth of the 
internet, there was a strong US- centricity of both locale and organiza-
tion. The routing structure and design of the internet may have implied 
a distribution on a scale never before seen, but this was not the shape at 
its outset. As with Unicode, the internet developed in a piecemeal fash-
ion, gradually expanding over continents and countries. Rome wasn’t 
built in a day. The place that the internet started was the United States, 
and this shaped the form that it took when it gained independence from 
that formal state. The history of the internet has a geographic tether 
to the US.

Nonetheless, the mythos of internet as a diff erent type of organiza-
tion to anything seen before continued to proliferate. Ira Magaziner, a 
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policy adviser in the Clinton administration who was responsible for 
opening the internet governance deliberations with a speech, noted 
that “the Internet as it develops needs to have a diff erent type of coordi-
nation structure than has been typical for international institutions in 
the industrial age.” The open- culture advocate and lawyer Larry Lessig 
agreed that this was the emergent structure, albeit with alarm and con-
cern, when he wrote of the extrajudicial, supranational character of the 
governance models that were being formed around the internet and, 
in particular, DNS: “We are creating the most signifi cant jurisdiction 
since the Louisiana purchase, and we are building it outside the review 
of the Constitution.”64 That is, for Lessig, the corporate, rather than na-
tionalistic, form of the internet carries with it a raft  of troublesome gov-
ernance elements. While, in some senses, the formalization of DNS in 
corporate ownership appears to be a coming of age and bedding down, 
it was also a liberation from various forms of control and regulation. 
The internet’s “coming of age” was not cemented by regulation and 
overarching consolidation but instead situated within a free- market 
paradigm of independent corporate ownership.

The mythology of the internet, then, as a new decentralized type of 
infrastructure has a kernel of truth with a layer of veneer. The internet 
protocol, with its packet- based schema, is, indeed, a decentralized and 
even to some extent self- healing routing mechanism that works around 
damage or intentional sabotage.65 However, the structures that make 
the internet (and the web that sits atop it as a text- transmission tech-
nology) usable have strong elements of centralization. These points of 
centralization range from the relatively few search engines that we use 
to navigate the web, such as Google and Bing, to the aforementioned 
domain name system that translates from human- readable names into 
the machine routable IP addresses.66 At the core of the DNS setup are 
the root servers. In Mueller’s words, “The root is the point of centraliza-
tion in the Internet’s otherwise thoroughly decentralized architecture. 
The root stands at the top of the hierarchical distribution of respon-
sibility that makes the Internet work. It is the beginning point in a 
long chain of contracts and cooperation governing how Internet service 
providers and end users acquire and utilize the addresses and names 
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that make it possible for data packets to fi nd their destinations.”67 How, 
then, does one develop a decentralized governance structure for a net-
work that has such contradictory principles of centralization at its core?

It is from these issues that the recent hype over Bitcoin, or, more 
specifi cally, blockchain technologies, has arisen (and potentially fallen 
since the appearance of the Next Big Thing: AI). A blockchain is a dis-
tributed write- once, read- many ledger technology. Essentially, what 
this means is that a blockchain is a decentralized database to which 
anybody can write and from which anybody can read. However, once 
an entry has been written to the chain, it is immutable (impossible to 
change). That is, despite the fact that many people have copies of the 
blockchain, it is cryptographically impossible in most circumstances 
for an individual to populate the database with fraudulent historical 
data.68 Blockchains are both tedious and fascinating. They are tedious 
because the imagined uses to which people put them proliferate beyond 
any bound of common sense, as I will shortly show. It is almost cer-
tainly the case that in most systems where a blockchain is proposed, a 
simple centralized database could have done the same job in a far more 
effi  cient manner. The hype around blockchain is, therefore, tiresome 
and mostly concerned with venture capital fi rms throwing money at 
the next buzzword. By contrast, though, there are interesting remarks 
to be made around blockchain as a digital solution to— or, at least, a 
metaphor of— issues of decentralized governance in contemporary text- 
dissemination environments within a broadly libertarian ideology. Spe-
cifi cally: blockchains try to solve the problem of consensus governance 
with respect to digitally distributed timekeeping when you do not trust 
any single centralized actor.

This may sound odd, as it is not the way that blockchains are usu-
ally framed. But we can see this phenomenon at work when we consider 
the uses to which blockchains are most conventionally put: distributed 
currencies. This distributed system poses a solution to what is known 
in digital currencies as the “double- spending problem.” Traditionally, 
in such setups, without a centralized agency, it becomes impossible to 
know whether— for a short period of time— a user of a digital currency 
has spent a unit of the currency more than once. Given the importance of 
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scarcity as the only driver of value in economic currencies, whether digi-
tal or not, double- spending attacks appear suboptimal. Blockchain solves 
this problem through cryptographic proofs of work, stake, or space.

An example may make this clearer. Consider the idea of a digital 
currency in which numbered coins are doled out to participants (coin֪1, 
coin 2, coin 3, etc.). Say there are fi ve participants, and participant 1 
(Alice) decides to give participant 2 (Bob) a coin. Because these coins 
are digital, unbeknown to Bob, Alice has kept a copy of the coin. While 
Bob is busy celebrating his good luck, Alice also gives a copy of the 
same coin to a third participant (Carol). The traditional answer to this 
problem of double- spending is to have a central authority— a bank or 
credit card processor— to validate the transaction. In a regular, central-
ized system, to send a transaction, Alice would have to tell the bank 
that she wished to pay Bob, and the bank would log that, from that 
point onward, Alice no longer owned that coin. Any attempt to spend 
the coin again would register that Alice did not have authority to do so.

When a system is decentralized, it is much harder to avoid this 
problem. How do you keep a log, spread between multiple parties, that 
contains an immutable sequence of records, in the correct order? The 
blockchain achieves its solution by consensus building among nodes 
such that, if the majority of nodes are behaving well within the system, 
it is impossible to write a fraudulent entry into the database out of 
sequence. One part of this is using cryptographic signing systems so 
that once an entry has been “voted” (again, note the terminology of 
governance and suff rage here) onto the chain, it is immutable and im-
possible for a future assailant to spend a coin that they do not own. 
While this sounds simple, the fundamental problem that blockchain 
must overcome is this: How can one engender proven trust among these 
many parties such that no malicious actor can write a fraudulent entity 
to the chain?

The double- spending problem, though, can actually be decomposed 
into an even smaller challenge. If there is a distributed public ledger 
that contains all transactions, each written with a time stamp, then 
what is really needed is a time server that can verify that nobody is 
writing entries out of order. That is, the blockchain needs to solve the 
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fundamental ordering problem of the double- spend by having nodes 
agree, throughout the system, that a time stamp on a transaction is 
accurate. As the blogger yanmaani describes it, “Using my node’s local 
clock, I can check that new blocks coming in .֪ .֪ .֪ state the time correctly. 
If I then have a series of blocks (a ‘block chain’), I can enforce— on 
threat of refusing to accept them, thus making their money worthless— 
that these timestamps be accurate, i.e. consistent to my (local) clock.”69 
Blockchains are actually decentralized timekeeping mechanisms that 
work to record distributed histories in sequential fashion. History, in 
the blockchain vision, becomes the consensus between nodes on the 
order in which events occurred.

However, you cannot, to get a result in this system, simply take a 
sampled vote. If any proportion of the chain were compromised, the 
risk of hitting on many bad actors would be too great. Another common 
but incorrect solution is to require all participants to vote. However, 
in a practical situation, this would introduce impossibly long, or even 
indefi nite, delays. If a single node went offl  ine on the network, then the 
system would fail. Instead, the solution that blockchain implements 
is to make participants who “vote” on a transaction put something at 
stake with a reward structure for doing so. The chroniclers of history in 
the blockchain must put something at hazard to vouch for their solidity.

More specifi cally, blockchain is an attempted solution to the Byzan-
tine Generals Problem and is an example of Byzantine Fault Tolerance. 
The problem can be set out as follows: There are several generals who 
are attacking a fortress, and they must decide if they will attack or fall 
back/retreat. The generals must act in concert because an uncoordi-
nated attack/retreat would be catastrophic. However, it gets worse, as 
there are also disloyal generals who may selectively vote for a destruc-
tive strategy. The voting structure is such that a disloyal general may 
signal to some other generals that they wish to attack and, to others, 
to retreat. The generals are also physically separate from one another, 
and votes are delivered by messengers who may fail to deliver or who 
may falsify votes. Blockchain’s consensus- building mechanisms are de-
signed to exhibit Byzantine Fault Tolerance and to build a system that 
can, in fact, overcome the limitations of the above problem.
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Another good example of a problem of Byzantine Fault Tolerance lies 
in aircraft  instrumentation.70 Imagine that you are fl ying an airplane 
and the visibility is bad. Traditionally, under such circumstances, the 
pilot will use a set of sensors to compensate. This might, for instance, 
be an altitude sensor or a proximity sensor. If an airliner is equipped 
with just one of each instrument and anything goes wrong with the 
sensor, the pilot will have no way of knowing of this defect. However, 
if the aircraft  instead had ten copies of each instrument, four of them 
could fail at any time and the pilot could trust the majority result. Such 
a system would have a high level of Byzantine Fault Tolerance, as it 
could resist multiple points of failure and incorrect information, even 
when the source of such error is not known.

However, the aircraft   scenario only works well in certain situations 
(and the same is true of blockchains). First, if all the sensors are suscep-
tible to the same mechanical fl aw, then it is possible that all of them will 
malfunction at once. A coding error in blockchain consensus mecha-
nisms could lead to a similar problem on a blockchain. In the aircraft  
system this can be countered by having sensors manufactured by dif-
ferent companies in isolation from one another. In this way, it should 
be impossible for multiple instruments to contain identical fl aws, and 
the fault tolerance will hold. Second, though, this system of fault tol-
erance works well when one assumes that the failures are random and 
mechanical. But what if the sensors had been maliciously altered by 
an actor with access to the plane? When there is motivation to bypass 
Byzantine Fault Tolerance, with a central coordinated malefactor, the 
system is far less resilient. As the online commentator Antsstyle put 
it, “Byzantine Fault Tolerance is primarily useful when failure can be 
attributed to mechanical or hardware/soft ware errors, and does not 
have a motive.”71 The challenge is that all consensus mechanisms are, 
fundamentally, reliant on a majority voting system unless you compro-
mise on speed.

There are further problems with the idea of blockchain as a system 
that proves ownership, as it must do in systems of digital currency. 
As I have noted throughout this section, a blockchain is supposed to 
solve two fundamental problems in the digital space: introduce scarce 
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digital “ownership” of an asset so that it may be used once by the right-
ful owner and do so in a distributed fashion without a central author-
ity (such as a bank) through distributed timekeeping. The challenge, 
though, is that no technological system can ever actually surmount 
these problems.

This is best seen in the phenomenon of non- fungible tokens (NFTs). 
NFTs are, essentially, digital fi les that have been minted onto a block-
chain, apparently then rivalrously inscribing ownership of the fi le to 
a particular individual. An example could be that I mint an NFT PDF 
version of this book as a new text- transmission method. Yes, anybody 
could theoretically copy the PDF itself, but it wouldn’t be the NFT ver-
sion, which theoretically is “owned” by me, according to the block-
chain. I could, of course, deliberately transfer the NFT to any user I 
wished, and they would then have the ownership rights for this copy. 
The NFT is akin to having a “certifi cate of ownership” for a digital 
item, even though the digital item itself can be copied.

Realistically, this makes no sense whatsoever. The reason that copy-
right (or the weakly defi ned term “intellectual property”72)— which is 
perhaps the nearest analogy to this otherwise insane setup— can work 
is that despite it being possible to copy an item that is under copyright, 
there may be legal sanction and fi nancial penalty for doing so. The 
world of NFTs is, instead, one where it is possible to copy the underly-
ing artifact, even though there is a digital “contract” (database) system 
that says who owns it. However, there is unlikely to be any legal sanc-
tion for so doing (one can create an NFT of an item that is out of copy-
right or freely available to disseminate). There is even a pirate site called 
the NFT Bay (aft er the Pirate Bay) that off ers copies of the NFTs them-
selves. NFTs appear to be the ultimate defanged intellectual property 
contracts— contracts that specify ownership but with no penalty for 
violating that property relation.

This is the fundamental trap into which proponents of the block-
chain, NFTs, and other distributed digital governance systems con-
tinually tumble. What they would like to build is a technical system of 
law enforcement that eradicates all sociality from the implementation 
of, say, property ownership. Instead of a judicial system and a police 
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department, cyberlibertarians hope for a world in which “smart con-
tracts” enforce ownership in a way that makes “theft ” impossible, even 
when the artifact itself remains duplicable. The problem is that there 
is no meaning inside such a hermetically sealed system. The fact that 
you can create a document, which cannot be modifi ed and which is not 
owned by a central authority, that states something (such as: X owns Y 
coins of Z currency) does not make the thing that is stated true. There 
is no external verifi cation of veridiction in blockchains.

Indeed, NFTs can never vouch that someone should “own” a digital 
object in the fi rst place. There is nothing to stop someone else minting 
a copy of my book— or any other digital text— and the scarcity value of 
the NFT is only valid in relation to the extratechnical notion of iden-
tity.73 A good example of this is that Tim Berners- Lee, the inventor of 
the World Wide Web, sold an NFT of the source code of the World Wide 
Web for $5.4 million in 2021.74 Where did the value inhere? Certainly, 
had I minted the source code for the WWW and attempted to sell it, 
nobody would have paid $5.4 million (sadly). The value was attributed 
because it was the inventor of the web who put the NFT up for sale. Yet 
the blockchain says nothing about this relationship. It merely proves 
that a user has the rights to transfer or “own” the particularly minted 
copy. This is why individuals can fraudulently claim to be the original 
artists in the case of NFTs, sell their wares, and then move on. The 
value lies in the identity of the owner, which blockchains cannot verify 
or enforce but that real- world social contracts can.

Furthermore, the most laughable aspect of NFTs is that, despite 
the fact that a decentralization/distribution is supposedly key to their 
existence, developers have on several occasions introduced “hard forks” 
(a central correction) into various blockchains. This happened, for 
example, when Ethereum and Ethereum Classic diverged. In 2016, a 
vulnerability was discovered in the Ethereum’s protocol and its smart 
contract soft ware. To rectify this, the developers split the blockchain 
into two, with the original being renamed Ethereum Classic and the 
newly patched, secure version rebranded Ethereum. This all sounds 
fi ne. Yet, one might ask, what is the point of a distributed system of 
governance if a central authority can decide, on a whim (or even on a 
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vote), to change the rules of engagement because the original system 
didn’t behave the way that they wanted? This is the very defi nition of 
reinscribing centrality into blockchain systems, yet proponents rarely 
comment upon it (or they decide to call democratic “votes” on the hard 
forking process, despite the fact that such voting is apportioned accord-
ing to various criteria of “merit” and not strictly a one- person, one- vote 
system).

The twin valorization in blockchain of distribution and scarcity 
signal philosophical priorities for internet architects and contemporary 
text distributors, along with a distressing focus on the subjugation of 
the social to the technical. On the one hand, the principles of distri-
bution and redundancy that underpin blockchain were core to early 
thinking about the nature of the internet itself. On the other hand, as 
above, the challenge is that once the web was graft ed atop the internet 
and became one of its core embodiments, principles of centralization 
crept into the design, for reasons of convenience. Certainly, systems 
such as DNS were designed to be redundantly distributed around the 
globe. However, as they rest on central authority, a hierarchical struc-
ture nonetheless emerged. It is also true that fi ve major fi rms— Google/
Alphabet, Microsoft , Amazon, Apple, and Facebook— dominate the 
entire technology landscape. This is hardly a wildly decentralized 
system. As a result, there are periodic calls to “re- decentralize the web,” 
among other cries. Blockchain is an attempt to decentralize “gover-
nance” of a network of peers, based on consensus- building algorithmic 
mechanisms.

The second principle of blockchain upon which we might wish to 
dwell is the element of scarcity. As I have noted at several other points, 
the primary imaginative context within which digital text content 
exists is one of proliferation and abundance. However, the blockchain 
is an attempt not to do away with scarcity and yield an environment 
of ultra- abundance but instead to reintroduce precise scarcity into the 
online space. By ensuring a single- spend system in a digital currency, 
the blockchain inscribes a token that one can use only once at the heart 
of its enterprise. It also does so without a central authority overseeing 
and tracking such tokens. This is the novelty of blockchain technology. 
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It enables tokens on the network to be used once and only once, even 
when an end user has kept a “copy” of said token.

The costs of blockchain are also well known, though. The fi rst gen-
eration of blockchain— used by Bitcoin— deployed a “proof- of- work” 
cryptographic method.75 In such a system, the “cost” of writing a line 
to the distributed ledger is that multiple computers must solve an ar-
bitrary computational puzzle.76 Essentially, while “protection against 
invalid transactions is entirely cryptographic,” this mechanism is 
“enforced by consensus.” The process of adding new nodes (spending 
transactions in the case of Bitcoin) to the blockchain is one in which a 
new node is “proposed” by a specifi c client and then verifi ed by a set 
of other chain members. The node that is allowed to propose the next 
block is the node that has successfully completed an arbitrary cryp-
tographic challenge (“proof of work”). Solving such puzzles comes with 
a reward (in the form of more Bitcoin) for the nodes that succeed and 
is called mining. In this way, Bitcoin incentivizes nodes to participate 
in verifying transactions on the chain by solving arbitrary, moderately 
diffi  cult, but useless, computational problems.77

This all sounds promising for a decentralized system of digital gov-
ernance. However, the annual energy consumption of Bitcoin is enor-
mous.78 Estimated in 2020 at 181.07 terawatt hours, Bitcoin has power 
consumption equal to that used by Thailand and a carbon footprint the 
size of Bangladesh, despite processing just a few hundred million trans-
actions, compared to traditional processors, which were in the realm of 
several hundred billion payments.79 A single transaction on this block-
chain is equal to sixty- two days of energy usage by the average US 
household, while it takes the carbon footprint of almost two million 
traditional Visa credit card purchases to make just one spend.80 The 
network also creates a huge amount of e- waste as dedicated mining 
rigs burn out under extreme usage.81 While this sounds like a fl aw in 
cryptocurrency use, though, it is not— or, at least, it is a fl aw by design. 
The important point to understand in cryptocurrency mining and op-
eration is that without the external dependence on electricity, there is 
nothing staked to put value behind a particular digital coin. Indeed, as 
yanmaani puts it, the “idea is to have a method to burn electricity in a 
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provable way. The electricity used does not directly produce anything 
of value, except for a proof that (approximately) this amount of elec-
tricity was consumed by this or that node.” Electricity works as a value 
proposition because it is “costly” (you have to pay for it), “irreversible” 
(once you’ve used the electricity, you have sunk the spend), and “self- 
certifying” (the network can see that the proof- of- work cost a certain 
amount of computational energy, which correlates to electricity).82

Hence, when people say that cryptocurrencies are mere betting or 
speculation, because they are not underwritten by any real- world scarce 
resource (and despite the fact that the post– Bretton Woods system of 
economics means that contemporary real currencies are also no longer 
linked to the gold standard), this couldn’t be further from the truth. 
There is a strong external dependence on computational power— and, 
therefore, electricity. Certainly, this has variable value implications as 
the cost of electricity and the way it is produced can be radically diff er-
ent between diff erent regions of the world. Computational effi  ciency 
will also vary between nodes. Nonetheless, there is a scarce resource 
that underpins Bitcoin, and this expenditure is “at stake.”

There are further examples of real- world scarcities linked to crypto-
currency mining. For example, cryptocurrency mining has also caused 
global supply- chain shortages as miners scramble to buy high- end 
hardware in the pursuit of fi nancial return.83 Various legislatures have 
even suggested banning cryptocurrencies that run on proof of work, so 
damaging are the environmental consequences.84 It turns out that one 
of the core contributions to the future destruction of our planet through 
global warming might well be the digital resource consumption of solv-
ing meaningless hash puzzles in order to verify the timestamps on the 
blockchain of Bitcoin.

There are two other potential types of proof that can be used by 
the distributed governance mechanisms of cryptocurrencies (or, more 
precisely, that can underwrite various distributed ledger technologies 
with scarcity): proof of stake and proof of space. The latter, proof of 
space, also known as proof of capacity or proof of storage, is a system 
in which a miner (client) proves that they have allocated a specifi c quan-
tity of computational storage space purely for the purposes of mining.85 
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The Chia cryptocurrency uses this mechanism and writes an extensive 
number of “plots” to the underlying storage system. In such a system, 
it is true that the carbon footprint and energy consumption are lower.86 
However, the physical destruction of storage media (such as solid- state 
drives) by the sheer quantity of writes to the disk means that not only is 
it expensive to run such a mining rig but that there is a remaining prob-
lem of electronic waste. In other words, aside from the environmental 
impact, the Chia cryptocurrency achieves its measure of digital scar-
city by mapping itself directly onto an economy of hard- drive purchases 
(and destruction). The miners in such a system are banking, however, 
that the speculative scarcity of their fi ctional currency is worth more 
than they pay in hard cash for the storage media that underpin it. This 
may not be the case.87

Proof of space carries with it some of the most concrete analogies 
to nationalism seen in the physical world. Proof of space is a direct 
demand for a specifi c topology of storage to be allocated in order to 
govern. That is, like older systems of suff rage based on property rights 
and land ownership, governance is here delegated to nodes that can 
prove that they have sacrifi ced metaphorical digital “space” to the 
cause. That the use of such space, purely to govern, is ultradestructive 
to the overall use of the capacity is a neatly encapsulated irony of dig-
ital consensus governance by proof of space. In such systems, there is 
almost a regression to a feudal system, in which only landowners (those 
with digital space, bought at a cost) govern. In some ways, this seems 
a long haul from the libertarian fantasy of free agency and governance 
that blockchain is supposed to represent. In other ways, it appears pre-
cisely as the logical extension of such a structure, where brute force 
and ownership are the only constraining principles. It is also, in line 
with the principle of this chapter, another instance of geo- contextual 
metaphor in contemporary digital text technologies.

A further system yet of blockchain consensus building is known 
as “proof of stake.” In a proof- of- stake system, rather than assigning 
consensus voting rights based on volume of work conducted, or the 
area of digital space allocated, the system instead awards proportionate 
representation to the percentage of ownership staked. The principle 
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here is that those who have “invested” the most in the network over 
time have the least incentive to attack it. Hence, an actor’s trustworthi-
ness within any particular network is then determined by the level of 
investment— stake— they have in maintaining that network’s integrity. 
Of course, if any single party could control 51 percent of the network’s 
ownership, they would be able to dominate the network and could mint 
false transactions.

Like the post– Bretton Woods monetary system, proof of stake rests 
on the belief that those who have the most money are the people with 
the most investment in the perpetuation of the monetary system. Proof 
of stake feels a little bit like the golden rule: who has the gold makes the 
rules. It is no surprise then that one of the most common proof- of- stake 
structures is called ouroboros, aft er the symbol of the snake eating 
its own tail.88 There is certainly a type of Matthew eff ect at work in 
proof- of- stake structures, where the rich get richer.89 Given that block-
chains are entirely concerned with scarcity and value, for an attack by 
51 percent to succeed, it would require the equivalent of a billionaire 
who hopes for the collapse of the world’s fi nancial systems. It would 
need a rogue, suicidal actor with malicious intent and with a lot to 
lose. To this extent, however, the proof- of- stake structure relies on the 
self- interested rationality of participants, and it will not brook the idea 
that an agent might act against their own protected stake. Hence, while 
actors with a larger stake are more trustworthy in terms of protecting 
the system’s integrity, it is a logical mistake of such systems to believe, 
unconditionally, that such agents will always act in their own interests. 
There is also a huge danger in proof- of- stake systems. In proof- of- work 
structures, it is clear that one must possess an enormous amount of 
computer hardware. As of 2021, this had led to international shortages 
of graphical processing units for use in mining. To garner enough com-
puting power to mount an attack by 51 percent here would be tricky. 
On the other hand, there are plenty— far too many (more than one)— 
billionaires on the planet who could with great ease buy up more than 
51 percent of smaller cryptocurrencies and thereby control the chain. 
In such instances, the “theoretical” attack basically comes down to 
the rich controlling the monetary system, which hardly sounds like a 
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radical break from traditional banking.90 These are the weak points of 
proof- of- stake structures, which have an intensely malevolent social, 
rather than technological, characteristic, even while the entire struc-
ture has been designed by technocrats to enforce a technical contract.

However, blockchains even attempt to move such contractual/social 
elements into their orbit. In a fashion typical of blockchain evange-
lism, there are so- called smart contracts that can be stored on a block-
chain and executed when a given set of preconditions are met.91 While 
such structures are not totally akin to contracts in the more traditional 
sense, they are, nonetheless, binding future assertions of computational 
action. They are also governed by the same cryptographic principles 
that determined other elements of writing to the blockchain. They are 
an attempt to codify law, digitally.

Despite not being legally binding in the traditional sense, such “con-
tracts” also bear another hallmark of the conventional legal system: 
they can be diffi  cult to understand. This goes for cryptocurrency prin-
ciples as a whole. The most recent example of this phenomenon at the 
time of writing can be seen in the so- called SQUID blockchain/cryp-
tocurrency. Following a pattern in which cryptocurrencies are named 
aft er internet memes and other cultural icons (such as the infamous 
Dogecoin), this currency was named aft er the 2021 Netfl ix smash- hit 
dystopian television show Squid Game. The premise of this series, for 
those who do not know, is that seriously indebted individuals are re-
cruited to a game in which there are massive monetary rewards for 
success but lethal penalties for failure. As deep criticisms of capital-
ism go, it was the best that 2021 had to off er, although hardly Earth- 
shatteringly profound. Marx had, long before, recognized that selling 
one’s labor time was, in fact, selling one’s life.92

The SQUID cryptocurrency was not affi  liated with the offi  cial TV 
show, but it used the cover of nominal semblance with a vast interna-
tional commercial brand to confer its seeming autolegitimacy.93 The 
currency rocketed by over 45,000 percent in its opening hours, an ex-
treme volatility even in a market famed for such swings. As investors 
fl ocked to buy the rapidly ascending coin, few had noticed that the 
“whitepaper” detailing the coin contained an “antidumping technol-
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ogy” that stopped individuals from selling the tokens. Once it became 
clear that it was impossible to offl  oad the coins and to cash out, the 
value plummeted over the course of a fi ve- minute period back down to 
zero. A few days later, the operators made off  with $2 million.

Of course, this is all too apt for the claimed nominal affi  liation with 
Squid Game. Participants entered the game hoping to win big and ended 
up fi nancially dead.94 However, it also shows the complexities of the 
legal, contractual, and technical implementations of cryptocurrencies 
and blockchains.95 It seems clear that most “players” purchasing the 
tokens had not read the whitepaper and did not know about the anti-
dumping technology. Indeed, there was an assumption that this coin 
worked in the same way as other crypto tokens with which users were 
already familiar. It was assumed that there was a transjurisdictional 
metaphor of contractual and legal principles that would apply when, 
in fact, this was not the case.

The origins of how best we can understand technological imple-
mentations as a type of “law”— apt for this thinking about distributed 
governance and text technologies— should be traced to Lawrence Les-
sig’s well- known Code and Other Laws of Cyberspace (1999, second edi-
tion 2006). Importantly, Lessig draws a parallel between the emergence 
of postcommunistic spaces and cyberspace as new sites of libertarian 
ideation. As the Soviet Union fell, initial speculation boiled with “an-
tigovernmental passion” and the assumption that the new superseding 
regimes would be market- driven capitalist undertakings. The same 
was true, argued Lessig, of the embryonic digital world, a world that 
rejected “kings, presidents and voting” and attempted to replace them 
with “rough consensus and running code.”96 Arguing that the digital 
space requires a constitutional framing— not in the form of a document 
that sets out principles but rather in an architected environment that 
structurally affi  rms certain rights and responsibilities— Lessig tempo-
rarily disregards the diff erences between “code” and “law” in a thought 
experiment designed to reveal the challenges and show the possibilities 
for the regulation of the internet.

Lessig’s book, now an ancient text of the early internet era, fi rst 
written in 1999, popularized the New Chicago School theory— or pa-
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thetic dot theory— in which digital actors are constrained (and enabled) 
by architectures, markets, laws, and norms. What is perhaps most in-
teresting is that, in the two decades since the book was published, the 
fantasies of libertarian emergence have not receded. That is to say that 
even while the internet and web have become ever more centralized and 
ever more governed, the mythology of the digital Wild West continues. 
Indeed, one of the most prominent digital civil liberties organizations, 
the Electronic Frontier Foundation, is named aft er the expansion of 
America westward, using the language of the “frontier.” The internet 
appears permanently inscribed as anarchic, freedom loving, and liber-
tarian even as it grows ever more authoritarian in its outlooks. In this 
sense, the internet is very American.

What is also interesting and important is that the permeability of 
the internet and, thus, new digital- text- transmission technologies have, 
as I have been arguing throughout this chapter, been marked by a new 
set of borders, each with the possibility of its own set of laws, which can 
radically diverge from all that has gone before. So, while it is true that 
the internet presents a supranational and superjurisdictional network 
that is able to intrude into previously hermetically sealed national com-
munities, I have been arguing here that the internet is also prestruc-
tured by those very types of geographic boundaries that it is claimed 
are erased by its presence. Hence, when Lessig writes of the nation 
state that wishes to prohibit gambling and the challenges that it faces 
in doing so when such betting takes place in an online environment, 
this occurs through the use of an internet that is structured according 
to extant geographic norms and boundaries.97

Diff erent models of internet structure— from DNS to blockchain— 
represent the edges of governance in this digital world. As digital text 
is transmitted from site to site, it must negotiate these underlying tech-
nologies, which grapple with philosophies of governance and distribu-
tion. For a web page simply to travel from a server to a client, across 
the vast distances of the real world, involves the navigation of complex 
technologies and governance stakes. Downloading a book on the web 
involves the (transparent, of course) traversal of multiple systems of 
centralization and decentralization, at great real spatial distance. It 
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involves “autonomous systems” that specify the realms of local gov-
ernance and may, in the future, if we’re unlucky, use blockchains. But 
the point is that every piece of text that is transmitted digitally cannot 
help but interact with multiple systems that were designed to navigate 
political tensions in the development of the internet. The geopolitics 
of digital text are underpinned by decades of wrangling around how a 
radically decentralized system will be governed.

Digital Text and Geopolitics
We live in an era that devotes ever more attention, every day, to undo-
ing colonial legacies (even while a backlash from conservative fi gures 
attempts to rewrite those colonial aggressions as benevolent interven-
tions). The culture war that rages around these issues is intense because 
it is so entwined with nationalism and the histories of various nation 
states. The general aggravation in the backlash arises from the feeling 
of collective punishment for the sins of the father. However, present 
day denizens of nations with colonial histories fi nd themselves in a 
privileged economic position as a result of this past, as do the descen-
dants of slave owners. Yet it is also true that they, themselves, were 
not the colonizers or slavers. Hence, their argument runs, they should 
not fi nd themselves being penalized for the actions of their forebears. 
Of course, if one does not wish to be punished for the actions of one’s 
ancestors, then one should also not be able to inherit the wealth and 
benefi t that they produced through the actions that one has disavowed. 
Yet aggressive nationalisms provide a context that frees us from such 
critical thinking, investing a “pride” in the randomness of the place of 
one’s birth.

The internet, though, alongside computing systems more broadly, 
provides imaginative contexts within which, it seems, we might free 
ourselves from the negative elements of nationalisms. The internet is a 
transnational entity that has proved hard to regulate. Our computing 
systems are capable of representing the character sets of every language 
on the planet. Blockchains, for all their faults, theorize decentralized 
government, free of central coercion, based, even, on the metaphor 
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of “consensus” between many disaggregated, independent, and even 
sometimes treacherous parties.

Yet, that said, we should take care in opposing an abstract concept 
like “nationalism.” We should, instead, look at specifi c instances of 
nationalism at specifi c times and judge them individually. For instance, 
some forms of nationalism have undone colonialism, opposed racism, 
and achieved self- determination for denizens. Irish nationalism is a 
contested movement in which one side sees heroic liberation and the 
other sees treacherous mutiny. Others— like some forms of contem-
porary English nationalism— seem to be more insular and potentially 
even racist. How does it make sense to group both of these forms of 
“nationalism” under the same banner? To what extent can criticisms of 
nationalism that do not also pay attention to self- determination work 
well in the digital space?

Contemporary digital writing and text production takes place 
within these contexts. Multinational, world, and postcolonial litera-
tures are all produced within digital systems that seem to exhibit this 
decentering of national contexts. Global supply- chains for e- books 
seem to confi rm this rhizomatic type of structure rather than the cen-
tralized models of a national system. Indeed, Michael Clarke and Laura 
Ricci show how complex and distributed the mechanisms are, even for 
books that are free to download.98 The shape of this distribution is not 
the hub- and- spoke model that one would expect if digital text dissem-
ination systems were structured according to more centralized models 
of governance. It appears, at a glance, that these systems instead mirror 
the anarchic and distributed nature of the internet.

Except that I have demonstrated, throughout this chapter, that the 
internet and its systems are based, materially, on centralized structures 
that look quite a lot like nationalisms. In particular, I have highlighted 
here the ways in which Unicode’s meliorist and incremental devel-
opment means that designers must make selection decisions around 
which languages and codesets to develop fi rst. In turn, this means 
making selections based on majority centrality and linguistic simplic-
ity. As a result, the Latinate alphabet is inscribed from day one, while 
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various Chinese, Korean, Vietnamese, and other Han- using cultures 
fi nd their languages to be overlooked.

Further, the systems of decentralized government that are envis-
aged for the internet world can barely be said to function. Proof- of- 
work schemes on the blockchain may solve the theoretical problem of 
Byzantine Fault Tolerance in a distributed fashion, but they also con-
sume so much electricity that they threaten to cause huge real- world 
damage through climate change. Again, the eff ects of global warming 
are felt unequally in diff erent national contexts, both supranationally 
and subnationally.99 Blockchain systems that use proof of space also 
exhibit traits that look a great deal like nationalistic contexts. Indeed, 
the idea of “holding land” or other types of property as a precursor to 
democratic participation has been a long- standing but fl awed princi-
ple in many cultures.100 In this system of consensus, agreement can 
only be formed by those who hold space, which has real- world mate-
rial correlates in the form of hard disk and solid- state drives. Finally, 
blockchain systems that use proof of stake are hardly immune from 
nationalistic- esque frameworks. In these systems, those who own the 
biggest share of the network have the most say in building consensus 
around the next cryptographic block. It is the equivalent of a suff rage 
system based on how much money one has.

The Border Gateway Protocol and the workings of DNS are another 
example of how the internet appears as a decentralized space but ac-
tually consists of many diff erent subnations that act autonomously. 
In this metaphor, there is a type of self- determination at play, where 
autonomous systems regain their own authority once one crosses the 
boundary onto their turf. Certainly, the true materiality of autonomous 
systems is one that spans national contexts. Although an autonomous 
system is bounded in many ways and appears as an isolated entity in a 
single space, it is also situated across diff erent jurisdictions, with serv-
ers in diff erent national spaces. BGP is, in many ways, one of the best 
examples, though, of how geopolitics continues to exert metaphorical 
pressure on our digital— and, therefore, digital- textual— environments.

All of these are, of course, metaphors and analogies. But what I have 
hoped to have shown in this chapter is that digital text is geopolitically 
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structured by its underlying technologies. Certainly, as per Lessig, the 
internet and the web remain spaces that are constantly reimagined as 
libertarian, anarchic, decentralized, and antinationalist. But this is a 
perennial error. Instead, we should see how the tentacular fl ow of data 
through rhizomatic structures is actually underpinned by metaphors 
that reinscribe nationalisms and centralities. We are nowhere near es-
caping the powerful gravitational wells of our imagined communities, 
if that is even a desirable end.
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F I V E

D I G I TA L  T E X T  I S  M U LT I D I M E N S I O N A L

I F  C O M P E T I N G  G E O S PAT I A L  P H I LO S O P H I E S  O F  nationality and nationalism 
underpin many elements of digital text transmission, as explored in the 
preceding chapter, it is perhaps unsurprising that spatial elements of 
directionality and dimensionality (which are central to the spatialities 
of geopolitics) are also key to many metaphors in the computational 
world. Our supposed path of web browsing, for instance, is confi ned to 
the two- dimensional metaphors of a linear timeline: forward and back-
ward. We also have home pages, but “home” refers to the start of a line 
of text, as well as the starting screens that users may customize within 
their browsers. Text, in general, is, of course, optical and spatially posi-
tioned, unless it is in tactile form for those with visual impairments. It 
is possible that we might also think of audiobooks, in purely sonic form, 
as “texts.”1 Digital text, though, is layered many more dimensions deep.

Indeed, consider the way in which multidimensionality is confi gured 
in contemporary web browsers for textual and media consumption— that 
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is, through tabs and windows. Browsers also, though, contain the idea 
of a “history.” This record of past websites that the user has “visited”— 
the bane of those using the internet for less savory purposes— appears, 
at fi rst, to be one- dimensional. One can move back and forth (spatially) 
through time. Yet the idea of a browser history actually conceals a cu-
riously advanced historiography. The assumed linearity of a browsing 
“history” cannot accommodate the fact that, in actuality, our histo-
ries are nonlinear and multiple, spread across many axes and dimen-
sions— as are, in some ways, our offl  ine reading practices. For instance, 
when a user goes back through the history in a browser and then clicks a 
diff erent link, the historical timeline is immediately fractured. Instead 
of a simple lineage of page aft er page, the history at this point resembles 
a tree branch that has splintered off  down a diff erent fork. Furthermore, 
each tab within a window has its own separate historical tree, although 
the histories are usually still searchable as singular coherent entities. 
Diff erent browsers will also have separate histories as these are stored 
by the soft ware itself rather than the operating system.

Yet, even as these entries for past visits fork and twist and mutate 
into complex linked data structures that are anything but straightfor-
ward, they can also be reassembled into a linear timeline of visits in 
a chronological order. Because human multitasking is a type of con-
text switching, where we perform operations in sequence but at speed, 
merely to generate the illusion of simultaneity, it is possible to arrange 
websites visited into a temporal sequence, albeit one that is under-
pinned by the aforementioned multidimensionality. Hence, here we 
see the ways in which multidimensionality in virtual text interfaces 
becomes fl attened. As a result, we can extend Kirschenbaum’s defi ni-
tional thinking about computers, which, remember, are distinguished 
“not by virtue of their supposed immateriality but by virtue of their 
being material machines conceived and built to sustain an illusion of 
immateriality.”2 Our interfaces are also built to sustain an illusion of 
one- dimensionality.

This chapter is concerned with the metaphors of spatial placement 
of computer users and the directionalities from those placements that 
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are assumed. Tracing this back to Howard Hinton’s explorations of 
multidimensionality in his concept of the tesseract in the nineteenth 
century, I here attempt to disturb our metaphors of time and place.3 
This chapter aims to force a reconsideration of the ways in which mul-
tidimensionality is graft ed atop linearity in the digital environment, 
thereby asking diffi  cult questions of thought processes, reading prac-
tices, and navigation.

This chapter is as much about the “unbinding” of our reading path-
ways as was chapter 2 in its discussion of non- pagelike digital pages. 
Drawing on theorizations of nonlinearity in electronic literature— 
while avoiding clichéd and outmoded rehashings of statements about 
“hypertext”— I here look to dismantle the simple unidirectionality of 
metaphors of start- to- end reading. I do so not only through technolog-
ical analysis but also with reference to “multidimensional texts” such 
as B. S. Johnson’s book in a box, The Unfortunates (1969).

Finally, this chapter advances the arguments about “home” and oth-
ered “away” that were hinted at in the preceding chapter, noting the 
importance of how and where imagined textual readers and producers 
are placed by interface and soft ware design. I also query the binaries 
of the terms used herein. What does it mean, I ask, to present diff erent 
spaces as “homes” in various contexts, and who makes the decision 
about the identity of home in such environments? Why is it that the ant-
onym of “home” in the digital- textual sense is “end” and not “away”? 
How might we read the globalized political contexts of digital homes?

What Are Dimensions?
What are “dimensions” and why do they matter?4 Any object in space 
can be pinpointed, in Cartesian coordinate geometry, by length (x), 
breadth (y), and depth (z). Our thought on the spatial placement of ob-
jects is usually constrained by these dimensions because they correlate 
to our vision and interactions with the world. We can move in three di-
mensions: forward/backward, side- to- side, and up/down. The concept 
of time as a phenomenon through which we might “travel,” though, 
introduces a further axis (w). An object might be said to exist at a spatial 
but also a temporal coordinate. Imagine that, at 8:55 a.m., I move the 
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glass on my table. Its previous position could be specifi ed by a set of 
coordinates and a time stamp, as then could its new position. If, then, 
we were able to travel through time in any direction except forward and 
at any pace (except for the regular rate of one second per second), this 
fourth coordinate could be considered a dimension that would allow 
us to locate the object not only in space but also at a particular given 
moment in time— hence the development of the idea of “space- time” as 
a unifi ed set of fi eld coordinates for locating objects in space and time 
simultaneously.

Dimensions beyond four are diffi  cult for humans to understand. 
What would a fi ft h dimension look like? An additional dimension can 
be anything that adds an element of categorization to an object. For in-
stance, if one were categorizing dogs and carp, a fi ft h dimension could 
be “number of legs.” In this (usually binary) categorization, dogs would 
be bundled around the “four- leg” mark and carp at the zero point, some 
rare fi sh mutations and unfortunate dog- accidents aside. Hence, if 
one were plotting dogs and carp on a graph, they could have length, 
breadth, depth, time֪.֪.֪. and number of legs. A sixth dimension might 
be “number of tails.” A seventh might be “number of ears,” and so forth. 
Anything that can be used to categorize can be seen as a dimension and 
plotted as orthogonal extensions on graphs.

One can also imagine how these are laid out in space. If the fi rst 
three dimensions are clear (see fi gure 2), then one has to imagine fourth, 
fi ft h, and sixth dimensions as orthogonal extensions to the other axes, 
adding an extra layer of “depth” to the plot for every additional dimen-
sion. These plotted axes are not really “visible” in the same way as the 
fi rst three- dimensional plots— hence the idea in science fi ction that 
aliens might come from “another dimension” that is inaccessible to us.

Nonetheless, spatial dimensionality and its visualizations have long 
histories that date back to Arthur Cayley’s “Chapters in the Analytic 
Geometry of (n) Dimensions” from 1843. Yet such spatial thinking, 
claim fi gures as diverse as David Harvey and Michel Foucault, has been 
devalued. Harvey, for example, noted that there has been a consistent 
prioritization of “time and history over space and geography.”5 Fou-
cault, in a similar vein, but from a very diff erent standpoint, argued that 
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since Kant, there had been an undervaluing of spatial concerns.6 Time 
and history have proved, apparently, more fertile grounds for think-
ing about literature and text, in particular, even though both time and 
space are ultimate prerequisites for any understanding of human per-
ception (even forming part of Kant’s transcendental aesthetic).7 

Chapter 3 of this book, which focuses on the seriality of musical 
silence as a metaphorical structure for thinking about digital text 
reproduction, concerned as it is with the “playback” of a bitstream, 
also has such a temporal focus. Music, aft er all, might be thought of as 
the “temporal art,” a form that relies as much on its unfolding across 
time as it does its presence in space (and seemingly more so than other 
“fi xed” works of art that do not vary so greatly as time progresses).8 In 
the constant re- unfolding of text, even when it appears instantaneous, 
I draw in chapter 3 attention to the analogy with music.

Yet, as above, this temporal axis can be considered as though it 
were subordinated to space. Time can be seen as just another spatial 
dimension, plotted alongside the Cartesian points. The simplest indi-
cation of this takes the form of a diagram known as a tesseract, which 
is a four- dimensional fi gure (see fi gure 3). Charles Howard Hinton, a 

FIGURE 2. Dimensional plots in space
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nineteenth- century spiritualist and scientist, became so obsessed with 
higher- dimensional spatial thinking that he developed a series of cubes 
to help people imagine how they might “move” in multidimensional 
space.9 This developed into a full- blown system of “education” for the 
betterment of his pupils in the training of their higher- dimensional 
sensibilities.10 Hence, while it remains diffi  cult to think in dimensions 
beyond three, or perhaps at a push, four, such concerns have lingered 
since the nineteenth century. 

What has this all to do with text and digital text processing? The 
answer, as we will go on to see, is: a great deal. Spatial awareness across 
multiple dimensions and formats forms a key prerequisite for under-
standing our systems of word processing. From the orientation of text 
across the axes of “home” to “end,” atop the markup language that 
constitutes Microsoft  Word’s markup formats, digital text must be un-
derstood as thoroughly multidimensional.

FIGURE 3. A projection of the tesseract. Image created by Robert 
Webb’s Stella soft ware: http://www.soft ware3d.com/Stella.php

http://www.soft ware3d.com/Stella.php
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Software as a Bad Reader
How many users of Microsoft  Word know what a Word fi le is? Or— 
perhaps the question should be— what a Word fi le are? Users are used 
to conceiving of fi le formats as layered documents that operate across 
diff erent strata. Some users know that the text that is rendered visible 
in a word processor is, underneath the hood, stored in a very diff erent 
format to that presented to the writer or reader. It is the job of various 
renderer soft wares to interpret the byte stream and to display it back 
to the user in the format that is requested by the author or viewer. It is 
an onion- like layering.

Microsoft  Word has two diff erent fi le formats that have changed 
over time. They are respectively denoted by the suffi  x extensions .doc 
and .docx, with a fundamental diff erence between the two fi les. The 
former specifi es the Microsoft  Offi  ce Word 97– 2003 Binary File Format. 
As the Library of Congress describes it, “The Microsoft  Word Binary 
File format, with the .doc extension and referred to here as DOC, was 
the default format used for documents in Microsoft  Word from Word 
97 (released in 1997) through Microsoft  Offi  ce 2003. Although it cannot 
support all functionality of the Word application introduced since Word 
2007, the DOC format has continued to be available as an alternative to 
the DOCX/OOXML format, standardized in ISO/IEC 29500, for saving 
document fi les in Word.”11

This earlier Microsoft  Word fi le format is a direct binary format. 
That is, if you open the fi le in a “plaintext” editor that is unable to inter-
pret the stream of bytes, you will see what appears to be garbage of the 
nature: “ $a$A$%<0 . A! n” n# n$ n3P.” This is because 
.doc fi les consist of a CFB header of 512 bytes, with hexadecimal num-
bers (such as “D0CF11E0A1B11AE1”) indicating to the program what 
type of fi le this is. That said, even the computer/human legibility aspect 
of this header is complex. Clearly, the initial hexadecimal string here of 
“D0CF11E” (by itself equivalent to the decimal number 218951966) also 
bears a striking resemblance to the word “DOCFILE,” even while the 
rest of the fi le is unreadable.12 Hence, it seems clear that the interplay 
between human comprehensibility and machine code signaling is a site 
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of experiment and play for the designers of this format; it is not merely 
a purely functional space.

Writing soft ware that can read this earlier format, set out in the 
extremely complicated developer’s manual, is, shall we say, “involved.” 
An example excerpt from the File Information Block descriptor in this 
document serves as a good marker of the challenges. Consider the im-
penetrably named section 2.5.8 FibRgFcLcb2002, which, we are told, is 
“a variable- sized portion of the Fib. It extends the FibRgFcLcb2000.” If 
the user seeks further clarifi cation on this cryptic remark, the “enlight-
ening” section on data elements in the Plcfb kfd proves suitably opaque: 
“Each data element in the Plcfb kfd is associated, in a one- to- one cor-
relation, with a data element in the Plcfb kld at off set fcPlcfBklFactoid. 
For this reason, the Plcfb kfd that begins at off set fcPlcfBkfFactoid, and 
the Plcfb kld that begins at off set fcPlcfBklFactoid, MUST contain the 
same number of data elements. The Plcfb kfd is parallel to the SttbfBk-
mkFactoid at off set fcSttbfBkmkFactoid in the Table Stream.” The web 
page detailing this near- indecipherable stream of jargon has, conve-
niently, a useful feedback tool attached, where the user is asked to rate, 
with a thumbs up or thumbs down, whether “this page is helpful.”13

Many pieces of soft ware have attempted accurately to comply with 
these instructions over the years. LibreOffi  ce and OpenOffi  ce are 
just two examples of open- source implementations. However, without 
blaming the developers in any way, their implementations are fl awed 
and .doc Word fi les frequently display with errors or glitches in these 
programs. Given the volume of soft ware that struggles accurately to 
read and reproduce these fi les, it is perhaps clear that most users would 
be giving a distinctive “thumbs down” at this point. More importantly, 
though, the diffi  culty of understanding these instructions means that 
many pieces of soft ware are bad interpreters of the document format. 
Or, to use a phrase with signifi cant currency in literary and cultural 
studies, many pieces of soft ware might be considered “bad readers.”

Merve Emre has charted, in recent days, the ways in which the 
fi gure of the “bad reader” has been constructed in postwar America.14 
From the perspective of high- literary art, as Kenneth Burke put it with 
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rhetorical overstatement, it seemed in this period that “the spread of 
literacy through compulsory education made readers of people who had 
no genuine interest in literature,” a veritable “overwhelming army of 
bad readers” who threatened the forms of the diffi  cult literature of the 
“art of the minority.”15 Such “bad readers,” in Emre’s defi nition, are “in-
dividuals socialized into the practices of readerly identifi cation, emo-
tion, action, and interaction.”16 Put otherwise, bad readers are those 
who seem actually to enjoy reading.

When we say that soft ware is a bad reader— or a bad interpreter— we 
mean something quite diff erent. In this case, there is a precise speci-
fi cation that details a desired outcome from the reading process, and 
there is a “correct” interpretation. Indeed, perhaps the clearest example 
of this is the Cascading Style Sheets Acid Test, which is designed to 
evaluate whether a browser is a “good reader.” (The name comes from 
the “acid test for gold,” which refers to situations where nitric acid is 
applied to a patch of gold. Real gold will be impervious to any corrosion. 
However, given that the Acid Test for web browsers displays a yellow 
smiley face, there is undoubtedly a reference, here, to the 1990s “acid” 
or rave music scenes, revolving around LSD.) When the Acid2 test, for 
example, has been run correctly by a browser, the smiley face reference 
fi gure shown below in fi gure 4 will be displayed. In browsers with ren-
dering fl aws, the face will end up distorted, as in fi gure 5. 

The delineation of “good readership” here is, as I have already noted, 
very diff erent from the value- laden strictures of fi ction reading. Fur-
thermore, the centralized authority of reading instruction in the com-
putational space poses interesting challenges for understanding who 
gets to decide on the correct interpretation. Yet a similar phenomenon 
can be seen in the world of web browsers. For many years, Microsoft ’s 
Internet Explorer was the dominant browser platform in use around 
the world. Ironically, Microsoft  indeed continues to act aggressively 
to inscribe this browser, the latest incarnation of which is called Edge, 
at the center (rather than the sill) of its operating system, Windows.17

While most developers assume that it is standards that drive the 
correct interpretative paradigm for websites, this was, for much of the 
web’s life, far from the truth of the matter. Internet Explorer’s domi-
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nance from approximately 1996 until 2013, replacing Netscape Navi-
gator and achieving over 90 percent usage share in some years, meant 
essentially that the way that this soft ware interpreted the web was “the 
right way,” regardless of whether it conformed to the specifi cations.18 
A raft  of pages appeared, over this period, that proclaimed that they 
were “designed for” or were “best viewed in” Internet Explorer. The 
downfall of Internet Explorer came from antitrust legislative action 
against Microsoft  but also from a series of security vulnerabilities that 
tarnished the giant’s reputation.

What is the analogy here? Internet Explorer was defi nitely a “bad 
reader” in the sense that it grossly ignored the specifi cation of the stan-
dards in favor of going it alone. It consistently failed the Acid Test. The 
basic strategy deployed by Microsoft  was to use sheer bravado to assert 
to most Web users that the way that Internet Explorer did it was the 
way that was right and that those who wished to use the offi  cial stan-
dards to design their websites would fi nd themselves misrepresented 
in this browser. In turn, the eff ect of a dominant “bad reader” here 
was to create “bad writers.” It was very hard for website designers to 
ignore nine out of ten users in favor of an abstract standard that was not 
adopted by the most prevalently used soft ware system in deployment. 
In other words, the bullying presence of Internet Explorer, dictating 

FIGURE 4. The public domain 
reference image for Acid2

FIGURE 5. A failed rendering 
of֪Acid2
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that to read badly was the right approach, made people write badly, in 
order to achieve interpretative eff ect.

What actually emerged here was a “genre” system of websites 
aiming to cater for a specifi c “bad” readerly demographic, in contra-
vention of other loft ier (yet self- appointed) “standards” of what the 
“literature” (a website) should be. Internet Explorer exerted the same 
infl uence on website authors as do the armies of “bad” readers who 
invest emotionally in romance fi ction on the authors of such works. 
“Give the readers what they want” is the type of phrasing that one 
might expect in the Age of Amazon.19 When your primary readership 
cries out for an interpretative paradigm, it is unsurprising to fi nd that 
authors will design for that very format.

What does it mean to be a bad “author” in the authorship of a fi le 
format like MS Word documents? Like natural languages, program-
ming languages have syntax and semantics.20 Let us return to the same 
example from a markup language that I use in an earlier chapter. The 
text that I give there is an example of the later version of Microsoft  
Word’s format markup for emboldening text: “<w:B>text</w:B>.” So 
far, so good. However, markup is usually nested several layers deep, 
and it is important that opening and closing tags correspond to one an-
other. A more realistic example, then, might be: “<w:P><w:I><w:B>text 
</w:B></w:I></w:P>.” This fi ctitious example denotes a paragraph 
(“w:P”) that contains a piece of text that is both italic (“w:I”) and bold 
(“w:B”).

However, if we read the specifi cation document, we are told spe-
cifi cally that tags must be closed in the order here demonstrated. You 
cannot, for instance, write “<w:P><w:I><w:B>text</w:P></w:B>” (with 
no closing “w:I” tag and the “w:P” tag closed wrongly before the “w:B” 
element) and expect the reader (word processor) to display your text 
correctly. Further, the rest of the document structure can potentially be 
corrupted by this type of malformatting. Note that, in this last exam-
ple, there is no closing italic tag (“/w:I”). Should, in this case, the entire 
rest of the document stay in italics? Or perhaps because the outer tag 
(“w:P”) has already been closed, we should assume that all of its inner 
tags should also be deemed closed? In other words, the behavior in this 
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situation is undefi ned and delegated to the interpretation of soft ware. 
There is no guarantee that two pieces of soft ware— written by two sep-
arate coders— will agree on the same behavior or interpretation of this 
fi le. As with natural language formulations such as “Visiting relatives 
can be exhausting” (is it the act of visiting that is exhausting or the vis-
iting relatives themselves?), there can be more than one way to interpret 
a fi le format, and the particular interpretation is down to the individual 
code of each piece of soft ware. Over time, as particularly dominant bad 
readers inscribe their incorrectness within systems, these interpreta-
tions become seen as correct. Bad, antistandardized readings become 
de facto correct readings as authors adapt.

There are two ways that dominant bad readers— such as Internet 
Explorer or even Microsoft  Word— can aff ect the way that authors 
write. The fi rst is through their passive behavioral assumptions, tol-
erance of faulty fi le data, and the casual slippage in authorship that 
this can introduce. If Internet Explorer, or another majority bad reader, 
allows slips in syntax, then authors learn that they can get away with 
writing sloppy code. Why go to the eff ort of writing according to the 
specifi cation document if readers simply do not care or even interpret 
your instructions wrongly? Further, those learning to write judge their 
outputs by readerly (soft ware) reception. If non- standards- compliant 
code produces the desired result, with less cognitive burden on the 
author, then why bother to write well?

The stakes of such language slippage are arguably higher in the 
space of computational languages when compared to natural languages. 
It is always the case that natural languages evolve with use. “Momen-
tarily,” for instance, has shift ed from meaning “for a moment” to “in 
a moment,” nonetheless causing merriment among linguistic pedants 
who scoff  at the idea that their transatlantic fl ight might remain air-
borne for merely a brief instant. American English also has many se-
mantic diff erences from British English that have mutated over time. 
For example, in American English it is possible to “write you,” while in 
British English the adverbial prepositional phrase “write to you” would 
be correct usage. Still, nobody in either of these dialects would miscon-
strue what was meant. In formalized imperative computing language 
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structures, though, the syntactic shift s here cause irreparable semantic 
damage. Multiple readers— that is, diff erent pieces of soft ware— will 
interpret and display diff erently the reordered syntactic confi gurations 
shown above. In the face of such competing interpretations, even when 
there is an offi  cial standard, it becomes easier simply to cater to the 
majority reader.

The second way in which bad readers encourage “bad writing” is in 
seemingly deliberately ignoring and violating the standards. This is a 
more active and pernicious type of intervention than the passive ver-
sion above. Internet Explorer, for example, interpreted web documents 
in a way that was diff erent from every other browser. That is to say that 
Internet Explorer would interpret a standards- compliant document dif-
ferently from other browsers. This in turn led to its behavior, even if un-
documented, of becoming a rogue de facto standard for development.

Some of this criticism of Internet Explorer is a little unfair. One 
of the key points to recognize is that, at the time when Internet Ex-
plorer was fi rst developed, web standards hardly existed. On the other 
hand, Internet Explorer continued to behave as a quirky/bad reader 
long into the era of cross- browser compatibility and support. Here we 
have a case that is the precise opposite of the Microsoft  Word legacy 
specifi cation— a case where the standards documents themselves were 
eminently comprehensible and achievable, but there was a majority 
readership (Microsoft ) that seemingly wanted something diff erent. In 
other words, Internet Explorer was the popular market genre reader 
that demanded esoteric syntax (perhaps casual language/slang usage) 
instead of the formal grammarian characteristics of the spec. By con-
trast, the totally baffl  ing Microsoft  Word specifi cation document seems 
to set impossibly high standards for a kind of computational “literari-
ness.” To “write” or code as Word demands— and to be able to read back 
its fi le format— is an incredibly diffi  cult enterprise. Hence, the “bad” 
readers that we see in this world— OpenOffi  ce and LibreOffi  ce— are 
only unable to reproduce the fi le format correctly because the original 
specifi cation was so beyond the realm of sanity. Further, the mark of a 
correct Word fi le in another piece of soft ware is that it looks the same 
as in Microsoft  Word, not that it adheres to the technical specifi cation. 
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In this way, both Word and OpenOffi  ce/LibreOffi  ce can be considered 
“bad” readers, depending on one’s frame of reference for correctness.

In fairness, Microsoft  has worked to improve the Word specifi ca-
tion format. Specifi cally, more recent versions of Word use the XML 
format that I have been taking as examples over the past few chapters. 
Except, sadly to say, that on top of this XML format, MS Word docu-
ments are also zip fi les, a type of (optionally) compressed fi le that allows 
for the storage of an entire fi le tree inside a single object. Indeed, that 
is precisely what a .docx fi le is: a zip archive that contains a series of 
interlinked XML fi les. Hence, again, we can now see why a Word doc-
ument is like an onion. They are both layered (or multidimensional). 
And fragile.

The format of multiple layers of fi les— where the bottom stratum 
is diff erent from the upper layer— has parallels with the style of inter-
pretation that Louis Althusser et al. dubbed “symptomatic reading.” 
In models of symptomatic reading, texts show symptoms (which are 
usually contradictions of themselves) that betray the assumptions of the 
ideological environment within which they were created. Importantly, 
such symptoms are oft en the “absence of a concept behind a word.”21 Cru-
cially, this model of interpretation works because, in modes of symp-
tomatic reading, there is an assumption of “the existence of two texts” 
with a “diff erent text present as a necessary absence in the fi rst.”22 
Symptomatic reading is as important for literary studies as any other 
of the high- theory models for understanding multiple parallel registers, 
such as Jean Genet’s Ce qui est resté d’un Rembrandt déchiré en petits 
carrés bien réguliers, et foutu aux chiottes (1967), Jacques Derrida’s Glas 
(1974), or Roland Barthes’s S/Z (1970).23

Computer fi les exhibit this double or sometimes even triple register. 
The formatting that we see on the screen is always the result of soft -
ware interpretation and the transformation of the bitstream from an 
underlying set of lower- level encoded and sequential instructions (the 
seriality of music to which an earlier chapter gestures). A malfunction-
ing interpretative system can have consequences that range from data 
damage on disk to merely malformatted output— a badly written fi le, 
likewise.
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In the case of the most recent MS Word fi le format, the interpre-
tation runs many layers deep. The XML fi les inside the zip must be 
interpreted and displayed to the user. Before that can happen, the zip 
fi le has to be correctly read from the disk and interpreted as an ar-
chive. Before that happens, the system has to read the binary data and 
represent (or interpret) it as a fi le structure. At each of these stages the 
multidimensionality of the fi le format is paramount. Across multiple 
axes, soft ware can be a good, bad, or terrible reader, with consequences 
for how we construct and deconstruct our digital- textual writings. It 
can be diffi  cult to know, under this scenario, where a digital text starts 
and where it ends.

Home and Away
Is it not strange, considering the spatial metaphor, that lines of text on 
a computer system begin at “home” but stop at “end”? Certainly, the 
use of a four- letter word, rather than the slightly longer “start,” might 
seem intuitive for reasons of space on the keyboard. However, “pause,” 
“PrtScn,” “delete,” and “insert” all violate this length principle. “Start” 
also had a lengthy legacy in the naming of Microsoft ’s famous over-
arching system menu. Yet “home” has many connotations, some of 
which may be actively confusing for a computer user. For instance, 
why should we use the term “home” to refer both to the start of a line 
of text and to the default web page when one opens a browser? Given 
that modern keyboards oft en have a symbol designed specifi cally to 
launch, say, a calculator application, it can hardly be intuitive to believe 
that the home key should mean the start of a line of text, rather than 
triggering a “home screen” or “home page” of some kind. Instead, I 
contend, “home” and “end” are further examples of multidimension-
ality in digital text.

Etymologically, “home” fi nds its roots in the German heim, ham, 
and heem, which in turn come, surprisingly, from the Indo- European 
kei, which means both to lie down and something dear and beloved: 
a place to lay one’s head.24 And, indeed, John Hollander situates the 
“Macintosh function key” that will take him “back to the top of [his] 
document” within the context of “a place of origin returned to.”25 In 
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this sense, the “home” of the computer keyboard, as an origin, shares a 
linguistic kinship with one’s “homeland” as a place of starting out, of 
birth. It is curious, then, given the association with natality, that Hol-
lander notes the half- rhymes with “home” of “womb” and also “tomb.” 
From start to end.

The collision of “home” with ideas of birth also fi nds a locus in 
the shared etymology of “quaint.” In a somewhat bold section of The 
Madness of Knowledge, Steven Connor points to how the term “quaint” 
overlaps with “canny” and, therefore, heimlich (homely). With Chau-
cerian resonance, then, home fi nds itself linked to “cunt” via queynte, 
an original birthplace and bodily site of all reproduction, albeit here 
crudely expressed. The continued hammering of “home” aft er “home” 
aft er “home” on line aft er line aft er line of text has a forcefulness that 
suits its etymological cousin, albeit at several removes; but its etymol-
ogy carries a sense of textual rebirth with every homely return to the 
canal of amniotic beginning.26

Home is, though, importantly, a spatial location. As Mary Douglas 
notes, while home is not necessarily “a fi xed space,” home is “located 
in space.” One cannot, in her formulation, ask, “How is home?” (al-
though this could mean “How are things at home?”), “When is home?” 
(except to a time traveler), and “Who is home?” (save in the meaning 
of “Who is currently present in a domicile?”). Such questions would be 
akin to asking, as did the satirical 1990s pop duo, The KLF, “What time 
is love?” Home is— or even “was,” as since- destroyed premises could 
also be referred to as one’s previous or ancestral “home”— a physical 
location and space. Indeed, geographic regions that no longer exist can 
still be thought of as one’s home, to which it is now impossible ever to 
return.27

Despite the sometimes- impossible nature of going back, there is also 
a sense of “safe return” in the idea of home that perhaps comes from 
the Greek term nostos— a homeward journey.28 The carriage return on 
the keyboard, derived from the typewriter where the cartridge would, 
truly, move physically back toward the starting edge of the paper for 
a new line, perhaps gives us an idea of why “home” should prove a 
valuable metaphor. Every return keypress is its own Odyssey. “Home” 
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is, of course, also a verb that means to seek, most commonly applied 
to pigeons and missiles, one rather more destructive than the other. 
Curiously, in this scenario, the avian form, when homing, is designed 
to return to the starting point— to return home. Meanwhile, to target 
the point of origin is distinctly not the goal of a homing missile, which 
must fi xate on an enemy other if it is to avoid friendly fi re. Home can 
sometimes mean to target an other space that is “away.”

The idea of home is ensconced within a set of political economies 
and moralities. As John Berger famously noted, since the seventeenth- 
century rise of the bourgeoisie, there have been two moralities around 
the idea of home, sometimes in tension with one another. A ruling class 
appropriated the idea of homeland in service of a nation- state patriot-
ism that allowed the argument that to die for one’s country was person-
ally benefi cial to those who would actually do the dying. Meanwhile, a 
“domestic morality” arose that encompassed a more localized sphere of 
estates and family, including women and children, and that also circles 
around ideas of the nuclear family.29 Certainly, the idea of generalized 
property ownership also falls into this latter category.

While “home” and “house” have become synonymous in some re-
gions (although “home ownership” implies that one’s home need not 
be one’s own house or building), home also implies a regularization, 
a place where space and time are “structured functionally, economi-
cally, aesthetically and morally” in the service of domestic community 
practices.30 Homes, in such a setup, are about the “organization of space 
over time, and the allocation of resources in space and over time.”31 In 
such thinking, an economy of textual production that situates its home 
at the beginning, in opposition to its close at the end, makes more sense. 
Indeed, the idea of repetition, in which one repeatedly returns to the 
home of the next line, seems to hold this concept of spatial regulariza-
tion at its core. Every line has its common beginning and end, and the 
point of origin, the beginning, is the “home.”

Yet in the “home” of text processing, the home to which one returns 
is rarely the same as the home from which one departed. Every line has 
its own and new home. Hence it is not the writer’s “home” to which 
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it is returned but instead the home that belongs to the line yet to be 
written. Further, the “end” of the line of text is hardly, itself, actually 
an end. Most lines overfl ow beyond a newline character, meaning that 
the “end” of a line rarely coincides with any kind of semantic buff er. In 
contrast, lines do more regularly start, at home, with the beginning of 
a semantic unit, mostly because of paragraph breaks. Except that such 
text is usually preceded by a tab, a series of blank spaces that off set the 
beginning of text from the home character anchor. In this sense, it is 
almost as though semantic presence cannot begin precisely at “home” 
and must, instead, be physically separated by another instance of that 
“whitespace” to which we turned in a previous chapter.

Home also implies an encapsulation of sorts, which is where a 
multidimensionality begins to appear. One of the points of home as 
an organized space is that it defi nes boundaries that contain its reg-
ularizations; it becomes the basic economic and socio- functional unit 
within which we operate. Hence, the operation of the term “home” is 
also one that delineates. In each line having its own home, each line is 
set apart, cut off  from those that precede and those that follow it. That 
there are multiple homes in each location— the home of a page, the 
home of a line— serves to set apart the multiple operational units, in 
much the same way as one may have a home property while also pos-
sessing a home country. The boundaries of home are not mutually ex-
clusive. Home, then, becomes a way in which individuals are separated 
from each other and can be told apart. In other words, that we each have 
a diff erent home is a way in which individuals can be distinguished as 
coming from diff erent backgrounds. At the same time, when we share 
a home, we mark ourselves as part of a specifi c collective of shared 
origin, be that at the level of the house or the nation. Such a multiplicity 
occurs across multiple dimensions in text processing systems. Every 
line has its own “home” and is marked apart. However, every digital 
page also has its own “home” at the top of the digital “page.” Lines 
within pages share a home. Further, each document has a home, keyed 
to the very start. Pages within a document share a home. Browser win-
dows, likewise, can have a communal “home.” There are, then, multiple 
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ways in which homes are shared as spaces that bind disparate items 
together and instances where homes are individuated, separating oth-
erwise similar elements from each other.

Home is also oft en fi gured as an imagined and idealized space— 
much like a nation— but one that is frequently seen to be unrealizable. 
For instance, Aviezer Tucker claims that “most people spend their lives in 
search of home, at the gap between the natural home and the particular 
ideal home where they would be fully fulfi lled.”32 Whether or not this is 
true— and it seems a futile quest to spend one’s entire life imagining an 
ideal home against which reality could never adequately compare— it is 
certainly the case that “nostalgic or romantic notions” oft en fuel our idea 
of homeliness.33 Given that, in Doreen Massey’s formulation, there can 
be “no single simple ‘authenticity’— a unique eternal truth of an (actual 
or imagined/remembered) place or home”— the very being of home is 
based upon such reconstructions.34 That is to say that “home” is always 
a retrospective construction of return. Does a blank line have a home? 
Not really. The homeness of the beginning is only realized once the line 
contains additional content. That said, this is not always the case. Be-
cause digital pages are prestructured to their laid- out dimensions— a 
blank page has the same dimensions as a full page— the idea of “home” 
in the page context makes more sense. Again, though, this requires the 
prestructuration of the page. Home can only be retroactively constructed 
once the page, whether blank or full, has been laid out.

In computational- textual contexts, there is, also, rarely such a thing 
as homelessness. Every line of text has its origin to which it is neces-
sary to (carriage) return, although it may then need the line to unfold 
in order for the home space to exist. Yet the idea of home as an original 
site that each of us possesses and yearns for also brings into question 
the idea of homelessness as a general societal concept. In another con-
text, there are also people whose ancestral “homelands” or even actual 
buildings (“homes”) have been destroyed. In these cases, return is ren-
dered impossible by the destruction or irreparable alternation of the 
original space of home, regardless of how rose- tinted that nostalgic 
reconstruction might be. In these instances, home is a purely mental 
confi guration that is irrecoverable. In text processing terms, this does 
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not seem ever to be the case. I cannot think of an instance where the 
originary “home” would no longer exist, except as a reconfi gured page 
layout that renders a diff erent home space, albeit one that is still at the 
top left  or right, depending on the orientation of one’s textual direc-
tion. Nonetheless, the sensitivities that are required when speaking of 
homelessness, from a privileged position of having a home, are many.35

Why is “end” the opposite of “home”? What other oppositions 
might we use? There are a range of antonyms for “home.” They include 
“away,” “out” (meaning: not “at home”), “uncomfortable” or “unconfi -
dent” (to be “not at home” with something), and “foreign.” The fi rst of 
these, “away,” was perhaps most famously used in Home and Away, the 
Australian TV soap opera from the 1980s. The premise of this series 
revolved around a foster care home in a rural environment, in which 
children from the city were transplanted to a new environment, based 
on a real- life observation from the series’ conceiver, Alan Bateman.36 
“Away,” as an antonym, here becomes an Other space that must be 
read by the new inhabitants. “Away” is also, though, the term oft en 
used in soccer matches and other sporting fi xtures to denote playing 
at a stadium that is not one’s “home.” In this sense, “away” becomes 
an “enemy” of home, the other team, even if only in a sporting context.

“Foreign” is also a tricky antonym for “home.” Clearly, it applies 
usually at the country level, recalling the earlier discussion of digital 
nationalisms. In text processing terms, it also doesn’t make much sense. 
While “home” may denote an originary return to the beginning of the 
page area, “foreign” has a diff erent character and feel to it, one that 
also seems to carry a slightly nationalistic and potentially xenophobic 
character. “Foreign,” in pagination and text processing terms, feels as 
though it might refer to a new sheet.

Yet “end” has a strange doubleness. While we may think of “end” 
as the opposite of “home,” in terms of human death the end is oft en 
referred to as “going home.” In Gerry Raff erty’s hugely overplayed hit, 
“Baker Street,” the well- known saxophone solo is punctuated by the 
insistence that the protagonist is “going home” at the start of a “new 
morning,” possibly at the end of another one- night stand, liaisons that 
he intends to “give up.” In the Odyssey, by contrast, the most famous 
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of ancient poetic journeys, the end is a return to home aft er the Trojan 
War. The last book of the seemingly interminable Lord of the Rings— 
“The Return of the King”— mostly centers on the Hobbits’ homeward 
journey. Which is all to say that homes are oft en ends and not just start-
ing origins. Homes are frequently ensnared in the circularity of return.

“Home” and “end” in text processing terms can refer to the same 
thing. On the blank line, which I previously referred to as “homeless,” 
pressing the home and end keys does exactly the same thing: precisely 
nothing. At the point of carriage return, the end of the new line/morn-
ing is also (going) home. There is a confl ation of spatiality at this point 
that has an Odyssean quality but only, as before, when the line has not 
yet been written. And, of course, these homes are all nested beneath 
other subhomes of pages and documents.

The directionality of home is also nowhere so clear as in the system 
of web browser histories, to which I gestured earlier in this chapter and 
to which I will now more thoroughly return. “Home” refers to multiple 
elements of web browsing and, therefore, contemporary text dissemi-
nation. The authors of websites have their own personal “home pages.” 
These pages are one’s owned space on the web. However, interestingly, 
the history of home pages indicates many analogies with real- world 
housing. For instance, in the 1990s and early 2000s, “site builders” such 
as GeoCities and MySpace gave people the opportunity, within certain 
predefi ned boundaries, easily to establish their own home pages.

These site builders off ered some level of customization to their 
“end” users— oft en resulting in hilariously bad design aesthetics, such 
as blinking and scrolling marquee headings alongside outrageously 
garish animated GIFs— but also came with a prefabricated and tem-
plated feel. When the mass desire for “home(pages)” on the web blew 
up, the market responded in the same way as it had with real houses: 
by building row aft er row of prefabricated homes within housing es-
tates. While these personal home pages grew in popularity, they also 
began a process of personal brand distinction, in which those who used 
GeoCities, for example, found themselves at the bottom of a hierarchy 
compared to the mansions and manors of custom- built “grand designs” 
sites.
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In this sense, as Jessica Lingel has put it, there has been a form of 
“gentrifi cation” of the internet.37 “Gentrifi cation” is a provocative and 
controversial term. In Gina Pérez’s helpful defi nition, gentrifi cation is 
“an economic and social process whereby private capital (real estate 
fi rms, developers) and individual homeowners and renters reinvest in 
fi scally neglected neighborhoods through housing rehabilitation, loft  
conversions, and the construction of new housing stock. Unlike urban 
renewal, gentrifi cation is a gradual process, occurring one building or 
block at a time, slowly reconfi guring the neighborhood landscape of 
consumption and residence by displacing poor and working- class resi-
dents unable to aff ord to live in ‘revitalized’ neighborhoods with rising 
rents, property taxes, and new businesses catering to an upscale clien-
tele.”38 “Gentrifi cation,” then, is a term relating to power and wealth dif-
ferentials with those further up these hierarchies gradually displacing 
the original denizens. In real- world property situations, it refers to an 
infl ux of more powerful and wealthy residents— sometimes with state 
support and planning— to an area that previously suff ered fi nancial 
deprivation, with the eventual resulting exit of the extant population. 
Some see this type of change as benefi cial. It can be perceived as an 
“upgrading” of areas that were previously under- resourced, with the in-
troduction of higher- quality housing and better facilities. On the other 
hand, economic demographics frequently map atop racial characteris-
tics, meaning that fi scal immigration can also carry with it unwanted 
displacements of specifi c racial groups. Or, put otherwise: gentrifi ca-
tion as it occurs in the real world can oft en be extremely racist. As a 
result, gentrifi cation “exaggerates inequality and normalizes certain 
social values while excluding others”— it is not a neutral process of one- 
way improvement but rather a complex interlocking set of values- based 
propositions that are masked under the rubric of “economics.”39

Why should we think of gentrifi cation as a good metaphor for 
the web and histories of multidimensional text transmission? With 
the growth and supposed democratic outreach of the web, a similar 
set of gentrifying tendencies have emerged in the online space that 
share distressing characteristics of “discrimination, segregation, and 
commercialization.”40 Lingel separates out these aspects of electronic 
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gentrifi cation under the headings of displacement, isolation, and com-
mercialization, with each denoting a separate series of movements. 
For instance, with respect to displacement, it is easy to see how the 
original idea of the web “home page”— in the earliest days of the inter-
net, handcraft ed only by technocrats with the know- how— gave way to 
platform- based alternatives, albeit with some level of design freedom, 
such as GeoCities, Yahoo!, etc., before fi nally ending up in the hands 
of the very, very few— near- monopolistic platforms such as Facebook. 
The sorting algorithms of these platforms, at the same time, are de-
signed to silo users into categories. Hence, users and their home pages 
are algorithmically categorized and fi ltered to specifi c other users, 
making for a densely interlinked network formation but without the 
open- endedness of an unlimited many- to- many relationship, as it was 
envisioned in the original web.41 The commercialization of the internet 
is, of course, rather more apparent and obvious.42

One of the problems with this metaphor, raised by Lingel, is that 
the internet was never really not gentrifi ed. There was no “golden 
age,” as she puts it, when information was free and the internet was 
“blind to race, class, and gender.”43 However, there is a distinct move-
ment discernible in the direction that the web has taken since the early 
1990s toward consolidation. This consolidation, though, is of a curi-
ous nature. While it is true that organizations such as Facebook have 
come to dominate the landscape of web presence through the central-
ization to which I earlier gestured, the luxury or distinctive commodity 
nature of these spaces is lower. This value proposition can be explained 
through a simple example. While the mass adoption of Facebook has led 
to a centralization, its “premises” are not high value. The sheer prolif-
eration of Facebook accounts and the fact that anybody can establish 
them means that the customization value of such digital sites is low. 
Those with their own domain names and custom blog sites have a far 
higher degree of independence, and therefore kudos, at least among 
certain classes of technically savvy users.

This is all to say that while, in the real world, gentrifi cation happens 
with custom, luxury builds coming to dominate the landscape, in the 
digital world such centralization by corporate entities brings homoge-
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nization and mass access. The move, then, is not from mass, standard-
ized, poor- quality housing toward individuated, custom, expensive, 
luxury properties. It is instead the inverse. The displacement is of those 
with custom (even if not high- quality) housing by mass, standardized 
productions. (Although nobody is forcing people with custom websites 
to move into platformized ecosystems, the pressure nonetheless exists 
because these ecologies remain hermetically sealed. Facebook and 
others are walled cities with the intention of keeping citizens inside.)

There are also multiple levels at which gentrifi cation operates that 
pertain to platformization, another way that digital text fi nds itself 
layered, multidimensionally, atop various bases.44 Among the exam-
ples of how homes become colonized or gentrifi ed by platformization 
tendencies, WordPress is perhaps the clearest. WordPress is both a 
soft ware platform and a hosting platform. Under the hood, WordPress 
is a Perl Hypertext Processor (PHP) soft ware platform for blogging. 
Released under the GNU Public License v2 (a viral CopyLeft  license), 
anybody can download the source code to WordPress and run their own 
instance of the soft ware. The theming and plugin engines in Word-
Press are extremely versatile and allow for extensive customization, 
meaning that diff erent WordPress installs can appear entirely distinct 
from one another, in aesthetic and even functional terms. Behind the 
scenes, though, WordPress sites are running the same codebase; they 
are subject to the same fl ows, and they oft en suff er from the same soft -
ware vulnerabilities.

Simultaneously, as part of its sustainability eff orts (but also its 
endeavor to bring access to blogging to the masses) WordPress.com, 
run by the American globally distributed company Automattic, off ers 
a hosting service in which it will run the soft ware on behalf of users. 
There are tiers available that range from free to paid installations, the 
higher levels of which off er custom domains and other tailored services. 
As a result, there are two ways in which WordPress ends up dominat-
ing the landscape: through its provision of its underlying open- source 
soft ware and through its hosting services.

It is fi rst worth noting, at this point, that WordPress.com is hardly 
an evil corporate behemoth, perhaps thereby signaling the moral com-

http://WordPress.com
http://WordPress.com
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plexity of depicting a landscape of digital gentrifi cation. There is no 
point, as Lingel notes, in painting a “one- sided picture where all tech 
companies are evil.”45 Automattic clearly contributes a large volume of 
open- source soft ware to the world for free every year, which could be 
considered the provision of a public good. Without getting too far into 
the rhetoric of “wealth producers,” large companies like Automattic are 
also responsible for many staff  members’ livelihoods every year.

On the other hand, the challenges of governance here can be seen by 
the fact that the underlying open- source soft ware, WordPress, is man-
aged by a separate foundation: the WordPress Foundation. Founded by 
Matt Mullenweg, who also runs Automattic, the WordPress Founda-
tion is a charitable organization designed “to further the mission of the 
WordPress open source project,” which, it is claimed, is “to democra-
tize publishing through Open Source, GPL soft ware.”46 Clearly, there 
is a complex relationship in the intergovernance structures here, where 
on the one hand a charitable organization manages a soft ware product 
that has a goal of mass democratization and on the other, despite being 
owned by the same founder, a for- profi t organization runs a hosting 
service (a platform) and contributes code back to that eleemosynary 
setup.

What’s the metaphor here, though? Is WordPress like bricks and 
mortar or prefabricated housing? It varies between the diff erent orga-
nizations. The underlying PHP soft ware, WordPress, is much more like 
the infrastructure from which all houses might be built. Its codebase 
is generically shared— as are concrete, brickwork, and basic architec-
tural principles— between all houses. People can take these codebase 
elements and build their own custom property using the generic shared 
components. The commonality of this framework is governed by a 
charitable institution. On the other hand, the organization that will 
build your house for you, Automattic via WordPress.com (signaling the 
commercial intent), will genericize the installation and give access, for a 
fee, to a managed installation. This is also not akin to property owner-
ship. It is more like renting a fl at, as the payment structure is ongoing. 
(That said, it is also worth noting that no web “property” is ever bought 
forever; server costs recur yearly, as do domain name payments, SSL 

http://WordPress.com
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certifi cate fees, etc., although these could be billed more as utility costs 
rather than property purchase costs— another set of digital metaphors.)

The charitable nature of the WordPress Foundation is curiously 
linked to discourses of openness and public good.47 The philosophy 
page of the not- for- profi t foundation lists the following goals as its 
guiding principles:

 1. The soft ware should be licensed under the GNU Public 
License.

 2. The soft ware should be freely available to anyone to use for 
any purpose, and without permission.

 3. The soft ware should be open to modifi cations.

 4. Any modifi cations should be freely distributable at no cost 
and without permission from its creators.

 5. The soft ware should provide a framework for translation to 
make it globally accessible to speakers of all languages.

 6. The soft ware should provide a framework for extensions so 
modifi cations and enhancements can be made without mod-
ifying core code.

These principles are enshrined “in order to serve the public good.”48

It is easy, in the contemporary era, to see these characteristics as ob-
vious objects in the pursuit of public good. Open, reusable soft ware for 
download seems as though it comes with a “good” that is “public.”49 Yet 
there are many preconditions that determine our ability to see these as 
“public goods” that are both historically and geo- contextually contin-
gent. One of the basic tenets of digital philosophy— mentioned multiple 
times already in this book— is that downloads are nonrivalrous. When I 
download something, it remains accessible to other users to download. 
But what if this isn’t actually true, and what if there is a strong disutility 
premise at work in these contemporary text publishing systems?

The fi rst precondition is the dual meaning of the term “good” in 
context here. On the one hand, the “good” of “public good” refers to 
a set of metaethical conditions— of public “benefi t”— that mean that 
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something is right and proper and helpful for the general “public.” On 
the other hand, to pick up on my earlier thread, economics textbooks 
defi ne public goods in terms of their nonexcludability and nonrivalry. 
As William H. Oakland puts it, “A distinctive characteristic of such 
goods is that they are not ‘used up’ in the process of being consumed or 
utilized as an input in a production process.֪.֪.֪. This contrasts sharply 
with private goods which, once consumed or utilized as an input, can 
no longer be of service to others.”50 Such public goods, in economic 
terms, are also dependent upon a public interest in the good in question. 
The example that Oakland gives is of “a fi reworks display in the middle 
of an empty desert,” which would be “a private good even though the 
same display in a city park would be a public good.”51

In this sense, digital wares seem to fulfi ll many of the character-
istics of economic public goods. A download remains accessible even 
when someone else has already downloaded it, although the energy that 
was consumed by computing hardware that underpins that download 
cannot be reused. Every download on the internet has a computational 
cost. To transmit data around the world in the form of a download 
requires energy expenditure and infrastructure maintenance. The dif-
ferential eff ects of climate change mean that to state that our use has 
no eff ect on others, when, at scale, this energy expenditure may lead to 
global warming and other catastrophes, is simply therefore not correct, 
ethically.

The disutility principles for such public goods are set out by Oak-
land, who writes that “a public good may also create disutility or 
reduced profi ts. A cigarette smoked in a crowded classroom is an ex-
ample. The disutility suff ered by one non- smoker does not reduce the 
disutility suff ered by other non- smokers. Similarly, the reduced profi ts 
suff ered by one fi sherman because of water pollution does not reduce 
the loss to other fi shermen.”52 These principles can begin to be applied 
to systems of multidimensional digital text dissemination.

Clearly, as with cryptocurrencies, there is a disutility principle at 
work in the idea of a digital text transmission being a nonrivalrous ar-
tifact, beyond the discourse of “public good.” In essence, there are costs 
to downloads that are not borne by the people who benefi t from those 
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downloads. In this sense, downloads are less public goods than distribu-
tionally funded goods. Certainly, the microcost per download transac-
tion may be extremely small. However, on a macro scale of the internet 
worldwide, there are clear, but invisible to the downloader, energy- usage 
implications that disproportionately “cost” some groups more than 
others— but that do not directly cost the person downloading. The same 
is true of every nonrenewable- fuel- driven car journey, of course. It is 
also the case that writing on a typewriter or with a pen on paper also 
carried displaced environmental costs. In Timothy Morton’s concept of 
hyperobjects, the historical scale of such events was linked to global 
warming even before this concept was known.53 But digital artifacts, 
which in reality have hidden ethical dimensions displaced far from the 
site of reading and writing, are not oft en considered in such contexts.

Another way of putting this is that all computing has extrinsic costs 
that are both fi nancial and symbolic/otherwise. In an era of global 
warming, these extrinsic costs will be felt most keenly by those at the 
sharp end of the eff ects of planetary heating. Every computational 
micro transaction has ethical implications when taken on aggregate at 
the macro level. The problem is that these harmful eff ects are decen-
tered from the acting subject and also nearly impossible to quantify. As 
a result, it is very diffi  cult ever to say what the ethical implications are 
of a local action, or even whether local actions that seem devoid of local 
outcomes should be deemed ethical problems. There are multiple di-
mensions to the dissemination of digital text that are hidden. A similar 
issue has emerged in medical and research ethics, where bioethics has 
traditionally dealt with large- scale challenges (e.g., euthanasia) while 
being unable wholly to countenance the micro ethical implications on 
the ground level.54

A better question might be framed, though, around the axiology of 
digital text processing. As Perry Hendricks has put it, an “emerging 
issue in the philosophy of religion is the axiology of theism, in which 
it is considered whether the world would be better if God exists and 
whether we should,” therefore, “hope that he exists.”55 Axiology, as the 
study of value, asks us to evaluate the grounds on which we appraise 
future hope and the ontological strength of various outcomes.
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Clearly, it cannot be said that we should hope that all digital text 
that has ever been produced should have been produced. The monkeys 
typing out their random lines in the hope of producing Shakespeare 
have billions of false steps along the way— an evolutionary random-
ness to produce great poetry. Many writers write badly, and it would 
be better to hope that their work was never written.

In the face of variable quality and diff ering tastes, however, and 
balancing the displaced costs of digital text production against the out-
comes of artistic and scholarly works that bring pleasure and value, it 
is hard to argue, in the axiology of digital text, that we should give up 
on the hope of writing, even if we understand the ethical implications 
of computing activities.

But let us return to WordPress as a public good. Even though the 
computing operations of writing and disseminating contemporary 
digital text can cause disutility and damage to other people around 
the world, the infi nite, unlimited, and monetarily free nature of the 
soft ware lands it within the category of a public good. One of the un-
derlying suppositions that allows this is that education and knowledge 
should be generally shared. This is intrinsically linked to the develop-
ments of human rights discourses in the wake of Enlightenment hu-
manist rationalities. Article 27 of the Universal Declaration of Human 
Rights, framed in 1948, states that “everyone has the right freely to 
participate in the cultural life of the community, to enjoy the arts and 
to share in scientifi c advancement and its benefi ts.”56 In turn, behind 
this discourse lurks the necessity of scientifi c knowledge and scientifi c 
realism as the master paradigms for understanding the world, and it is 
no coincidence that rights discourses around education have grown in 
the same timeframe as the dominance of the political rationality known 
as neoliberalism.57 Without scientifi c rationality as the dominant logic, 
it would not be possible for an “access to knowledge” movement, as we 
know it, to exist.

The fi gure who most closely unites a set of principles of scientifi c 
rationalities, access to knowledge, and defense of liberal democracies 
(wherein rights discourses originated), is Karl Popper. In turn, the work 
of Friedrich Hayek also plays a key role, by enshrining various notions 
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of market identity at the core of the protection of liberal democracies. 
As such, I will go on to argue, our understanding of the public good in 
the digital space is governed by the paradigm known as neoliberalism, 
even when open- source soft ware can appear to have socialistic traits.58

Popper is famed, in scientifi c history, for his work in The Logic of 
Scientifi c Discovery (1959) around falsifi ability. For Popper, with respect 
to a scientifi c thesis, “we seek a decision as regards these (and other) 
derived statements by comparing them with the results of practical 
applications and experiments.” If, in light of the outcome, “this decision 
is positive, that is, if the singular conclusions turn out to be acceptable, 
or verifi ed, then the theory has, for the time being, passed its test: we 
have found no reason to discard it.” However, “if the decision is neg-
ative, or in other words, if the conclusions have been falsifi ed, then 
their falsifi cation also falsifi es the theory from which they were logi-
cally deduced.”59 In this way, a singular experiment can never validate 
a theory; it can provide only evidence to support the theory possibly 
being correct. But a single result that shows the negative can invalidate 
a thesis. Hence, coupled with his notions of intersubjective verifi cation, 
Popper’s falsifi cation thesis sits at the center of modern scientifi c in-
quiry and scientifi c realism, which underpin the public good theory of 
access to knowledge. It is good, it is argued, that people should have 
access to scientifi c knowledge of the sort defi ned by Popper’s theses on 
scientifi c realism.

At the same time, Popper is famed for his defenses of liberal de-
mocracies and the idea of the so- called Open Society, a concept taken 
on further in recent days by George Soros. In 1945, Popper published 
his work The Open Society and Its Enemies, which was written while he 
was in political exile from 1938 to 1943. Specifi cally, The Open Society 
is a book that seeks to repudiate the dialectical historicism of Marxism. 
In Marx’s account of capitalistic development, the argument runs that 
particular moments of future crisis will emerge that will reveal sys-
temic contradictions, which will then result in particular determinate 
outcomes (e.g., revolution). In this sense, the material situation has a 
historical eff ect that is dialectical in nature, resulting in a concrete 
outcome.
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Popper protests this idea that history had determined forms that 
could be observed and then predicted. In the fi rst volume of The Open 
Society and Its Enemies, he criticizes such Platonic forms for their meth-
odological essentialism. In such systems, it is seen as “the task of pure 
knowledge or ‘science’ to discover and to describe the true nature of 
things, i.e., their hidden reality or essence.”60 In particular, Popper is 
distressed by Plato’s exhibition of what he calls a “naive monism” in 
which “both natural and normative regularities are experienced as ex-
pressions of, and as dependent upon, the decisions of man- like gods or 
demons.” Popper instead wishes to separate out the human sphere into 
a critical dualism in which there is “a conscious diff erentiation between 
the man- enforced normative laws, based on decisions or conventions, 
and the natural regularities which are beyond his power.”61 Because 
Plato, for Popper, tries to bring nature back to its original form, rather 
than its mere appearance, there is a totalitarian characteristic to such 
an endeavor. This forms the basis of why the social sciences must, in 
Popper’s view, set themselves apart from the natural sciences. It is his 
intent “to criticize the doctrine that it is the task of the social sciences 
to propound historical prophecies, and that historical prophecies are 
needed if we wish to conduct politics in a rational way.”62

Popper’s criticism of historicism is, by his own admission, specif-
ically a “criticism of the historical method of Marxism,” although he 
also states that other theories of social science that attempt to predict 
the future would be subject to the same attacks.63 Specifi cally, Pop-
per’s idea of an “open society” is one in which collective agency is not 
ascribed to abstract forces of history but to the people who govern and 
wield power within a particular historical frame.64 As Stuart Lawson 
puts it, “Popper’s defence of democracy is that it works by creating in-
stitutions to limit political power and thus avoid tyranny; democracy 
is a non- violent way of changing the institutions that wield power, and 
failures of democratic institutions are not failures of democracy but 
failures of the people who did not adequately manage or change them— 
the responsibility lies with people, not impersonal forces of history.”65 
Hence, while Popper agrees with Marx that untrammeled capitalism 
exploits an underclass, depriving them of their freedom, he does not 
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agree with Marx’s prediction that revolution would happen or should 
be desired, instead believing in meliorist democratic institutions: 
“We must construct social institutions, enforced by the power of the 
state, for the protection of the economically weak from the economi-
cally strong. The state must see to it that nobody need enter into an 
inequitable arrangement out of fear of starvation, or economic ruin.”66 
Writing in the 1940s, just before the draft ing of the Universal Decla-
ration of Human Rights, Popper propounds a version of liberalism that 
allowed for state intervention in order to secure freedoms: “Liberalism 
and state- interference,” he writes, “are not opposed to each other.”67 In 
contrast to other neoliberal theorizations, Popper also argues against 
the idea that the state should merely enforce contracts and the rule of 
law.68

Nonetheless, many of Popper’s ideas about repressing totalitarian-
ism are also present in those of the originary thinkers of ordoliberalism 
and neoliberalism. For instance, Friedrich Hayek’s infl uential The Road 
to Serfdom (1944) and The Constitution of Liberty (1960) both borrow 
ideas from Popper’s criticisms of Marxism but take them to diff erent 
ends. Admittedly, Hayek’s views are far more extreme than Popper’s. 
For instance, in The Road to Serfdom, and despite here taking on a his-
toricism of his own, Hayek argues that it was socialist policies that led 
to the Nazi regime in Germany and that similar outcomes will result if 
socialism is implemented elsewhere.69

Sharing a desire for a freedom from totalitarianism with Popper, 
Hayek’s notions of liberty are purely negative: a freedom from state 
coercion, an “independence of the arbitrary will of another.”70 Hayek’s 
notion of freedom is also individualistic rather than collective. Spe-
cifi cally, economic freedom, as he sees it, allows individuals to act in 
a way that is free of coercion, which, most crucially, is defi ned by free 
action based on knowledge principles. “Free action,” for Hayek, “in 
which a person pursues his own aims by the means indicated by his 
own knowledge, must be based on data which cannot be shaped at will 
by another.”71 Hence, as André Azevedo Alves and John Meadowcroft  
argue, even though Hayek “employed a narrow conceptualisation of 
freedom which led him to misunderstand the nature of and the rela-
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tionship between economic and political freedom,” his freedom from 
the tyranny of state coercion— and away from totalitarianism— is pre-
mised on an epistemological basis.72 The free market, which is the free-
dom that Hayek believed would cement the freedom of all, is premised 
on price information data being available to economic actors.73 This 
epistemo- liberal vibe was in the air in the 1940s, and it underwrites the 
idea of information availability as a right, since an “economistic lan-
guage associated with the promotion of eff ectiveness and effi  ciency” 
permeates our understanding of information access.74

Indeed, we can begin now to see how education— and access to 
knowledge via digital text dissemination— has become “a crucial factor 
in ensuring economic productivity and competitiveness in the context 
of ‘informational capitalism,’ ” as Stephen Ball has put it.75 There is, 
then, an intricately woven link between science, numbers, and politics, 
with statistics springing forth “during the nineteenth century” and 
informing “the idea that there is such a thing as ‘the economy’ which is 
separable from other dimensions of social life, and that its regularities 
can be understood as ‘laws.’ ” As such, “the development of quantitative 
or statistical data is closely linked to the rise of the modern, bureau-
cratic state.”76 Access to and an understanding of such data become 
key to participation in democratic civic life. Hence, despite the fact 
that words and numbers have frequently and erroneously been seen as 
opposed to one another, we nonetheless have the premise that access 
to numerical information and the democratization of writing are key 
societal functions that can be deemed a public good.77

Thus, WordPress can deem itself to be a public, civic good in both 
the aims of its platform (to democratize writing) and the mode of its 
dissemination (open, digital reproduction). The platform is united 
across the twin Popperian dimensions of scientifi c rationality and lib-
eral democracy, which are the determinate conditions for viewing an 
open- source piece of writing soft ware as an objective that is a public 
good. For the purposes of this chapter, it is also important that the 
spaces that WordPress provides are “homes,” with WordPress forming 
a lower- platform dimension upon which the dissemination of digital 
text sits. The epistemo- proprietorial nature of an owned space, that is 
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nonetheless beholden to another in a type of rentier arrangement, fi ts 
well with neoliberal ideas of home and ownership.

Our digital homes are complex, multidimensional spaces. They are 
metaphorically entwined with notions of real- world property and social 
class but also the nostalgic imaginations of what it means to have a 
“home” to which one may endlessly return. “Home” and “end” refer to 
diff ering spatial locations within documents, browsing histories, and 
even web “properties.” The journey back home is oft en cyclical or mul-
tilinear/multidimensional, branching and forking, ducking and dodg-
ing. In all, though, this chapter has sought to show that the metaphors 
of space in our text processing are nonlinear and complicated. Like 
Hinton’s cubes, we cannot expect to navigate such spatial structures 
across the limited dimensionalities to which our senses have accus-
tomed us. Digital text is multidimensional and the opposite of “home” 
is (not) “end.”
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S I X

W I N D O W S  A R E  A L L E G O R I E S  O F 
P O L I T I C A L  L I B E R A L I S M

I N  M A N Y  W AY S ,  M I C R O S O F T  I S  and was a visionary organization. Ad-
mittedly, many people disagree with its visions, be they for operating 
systems, proprietary soft ware, or vast corporate profi ts, but vision has 
been key to Microsoft ’s metaphors for years. Microsoft  gave us Win-
dows that open onto Vistas, yielding fresh Outlooks and Paint- ing 
new scenes within Visual Studios of virtual design. Indeed, it is ironic 
that a company sued for antitrust should name its core product and 
system of visual iconography aft er an icon of transparency and access: 
the window. It is also curious, as the windows that contain the visual 
output of our soft ware are not really opening onto anything. They are 
instead the result of complex compositing and rendering processes 
within soft ware. Yet the metaphor invites us to imagine that we are 
seeing through a portal— a transparent opening. We compose, edit, and 
view our digital texts through windows.
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This chapter examines the implications of these metaphors of 
transparency and vision, with specifi c focus on the metaphor of the 
window, before moving into a critical disability studies angle for an-
alyzing digital- textual accessibility in the light of such visual meta-
phors. This chapter specifi cally works to dismantle the metaphor of 
the window by analyzing the ways in which the logic sits within the 
complex dynamics of opening and closing (in relation to Microsoft ’s 
historical relationships to open- source communities), and locking and 
unlocking, windows. This pulling apart is a potentially important task 
because metaphors supposedly work by supplying, as I noted earlier, 
a trope of relation that provides familiarity. When our metaphors are 
just accepted for what they are rather than for what they might have 
been, we lose sight (another visual metaphor) of alternative design par-
adigms and diff erent futures. It also becomes impossible, when met-
aphors become so distanced from their physical correlates, for people 
who are not already inculcated into our language structures properly to 
understand what they are supposed to take from a metaphor. To explain 
why a digital window is called a window to somebody who has never 
used a computing system is actually a signifi cantly diffi  cult task. Some 
thinkers have tried to dismiss this overreach by stating that “what is 
important here is not what is irrelevant” in the metaphor “but things 
that might lead the user in the wrong direction.”1 However, a new user 
does not and cannot know what is irrelevant versus what is misleading. 
It is very hard to know what to discard if one doesn’t understand the 
metaphor’s bounding. To answer “Why is it called a window?” with “It 
just is” feels somehow less than satisfactory.

It is also the case that our metaphors change over time as hardware 
and soft ware paradigms shift , but we remain stuck with the previous 
metaphorical language. For instance, the computer mouse is so called 
because of its size but also because it appears to have a tail in the cord 
that connects it to the computer.2 The only problem is that many mice, 
now, are cordless and instead use short- range radio technologies such 
as Bluetooth to communicate. Perhaps such devices should, really, be 
called hamsters, as a recent internet meme joked. Hence, when some-
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one unfamiliar with the metaphor asks, “Why is it called a mouse?” it is 
quite diffi  cult to give a convincing answer in the present, even though 
the historical situation is clearer. Also, at one point in its developmental 
history, the on- screen cursor was referred to, for reasons unknown, as a 
CAT, hence providing a humorous situation in which the mouse would 
chase the CAT.3 Finally, originally the mouse was not called a mouse 
at all: it was a “bug.”4

The metaphors of computation also take on lives of their own that 
refract back on the world at large. Instead, then, of providing us simply 
with an analogy from the real world as to how a computer will work, we 
can even raise questions about the functionality of real- world objects. 
The best example of this is the apparent, albeit relatively complex, case 
of small children who attempt to swipe at magazines as though they 
were tablet computers in the supposed belief that they will change their 
contents as a result.5 This is a situation where, at least if taken at face 
value and not as another instance of moral panic and scaremongering, 
the metaphor of the computer interface has altered the child’s interac-
tion with its real- world precursor. Hence, the loop is one where a maga-
zine with a page turn— a fl ip— translates into a horizontal swipe, which 
the child then reimposes on the original magazine. In such feedback 
loops, as we can see here, there is actually a helix structure at work. 
We do not end up precisely back at the same starting point as where we 
began but at a slightly modifi ed, or even dialectical, pinnacle of synthe-
sis. The metaphors that we use in computing therefore matter because 
they refract back through our extra computational objects.

Most importantly, however, this chapter examines the thorny issue 
of ability discrimination in digital- textual metaphor and the assump-
tions of users’ identifi cations with sensory metaphors. The question 
then becomes: Can a trope of relation be provided through a metaphor 
with which a substantial number of impaired users will have little fa-
miliarity? How, this chapter asks, does the mediation of imagined or 
remembered rather than experienced sense condition our interface in-
teractions? If you cannot see, what use are metaphors of vision? How 
transparent, really, are our computational windows?
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A Brief History of Windows
It is important to understand that, in 1985, when Microsoft  Windows 
burst onto the scene with version 1.0, it was not a fully featured oper-
ating system. Instead, Windows was a visual shell that sat atop Micro-
soft ’s Disk Operating System (DOS). The fi rst version of Windows was 
not, internally, even called Windows. Instead, it was known, catchily, 
as the Interface Manager.6 It took some time for the name Windows to 
take hold, but this was hardly the only strange naming decision in the 
development of a visual shell for DOS.

Perhaps the strangest choice of terminology for early Windows, 
Icons, Menus, and Pointer (WIMP) systems is the term “menu.” We 
are now accustomed to the digital “menu” representing a set of options 
from which we can select; the explicit rootedness of menu systems in 
restaurant cultures has been all but erased from our cultural memory. 
Charles Simonyi, one of the earliest designers at Microsoft  working 
on the Windows project (and who had previously worked at PARC on 
the Bravo WYSIWYG text editor), framed the metaphor of the menu in 
terms of a multilingual restaurant environment. Specifi cally, Simonyi 
gestured toward the deictic quality of the menu, in which, even if one 
does not speak the same language as the creator, one can select the 
menu item from a range of predefi ned choices. One can use, in other 
words, the universal language of pointing. As Simonyi put it:

I like the obvious analogy of a restaurant. Let’s say I go to a 
French restaurant and I don’t speak the language. It’s a strange 
environment and I’m apprehensive. I’m afraid of making a fool 
of myself, so I’m kind of tense. Then a very imposing waiter 
comes over and starts addressing me in French. Suddenly, I’ve 
got clammy hands. What’s the way out?

The way out is that I get the menu and point at something 
on the menu. I cannot go wrong. I may not get what I want— I 
might end up with snails— but at least I won’t be embarrassed.

But imagine if you had a French restaurant without a menu. 
That would be terrible.

It’s the same thing with computer programs. You’ve got to 
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have a menu. Menus are friendly because people know what 
their options are, and they can select an option just by pointing. 
They do not have to look for something that they will not be able 
to fi nd, and they don’t have to type some command that might 
be wrong.7

One of the curious aspects of this analogy and metaphor is that 
it paints the language of the text- based terminal as foreign, uncon-
strained, and other, assuming, to return to the language of the pre-
vious chapter, that a user will feel more “at home” with the limited 
visual subset palette of the menu. The terminal, it seems, is a foreign 
country; they do things diff erently there. This is also an interesting 
analogy given the development of the term “language” to denote the 
orthography of computational instructions: programming languages. 
Hence, the metaphor of language for specifi c controlled vocabularies 
with imperative characteristics is made to do diff erent work in diff erent 
contexts. Writing a computer program is very diff erent, in linguistic 
terms, from issuing specifi c commands to a terminal- based operating 
system. Certainly, they both have their own lexicon and syntactic and 
semantic rules of grammar. It is also true that shell scripting takes 
over from simple one- line commands at some point. But the idea of the 
terminal as a foreign language compared to the graphical “home” of a 
menu- driven system is just one of the ways in which the ocular and the 
visual began to assert their primacy in the computational world.

The terminal as a foreign language, free of all constraint, is also a 
surprising statement that lurks as the counterpart to the discourse of 
“menus.” It is surprising because, although it is true that the novice 
computer user will doubtless be confused as to how to operate a com-
mand line, as it is known, the terminal is not actually a carte blanche. 
Before delving into this, however, a quick explanation of various termi-
nologies is merited. In contemporary Unix- like computing systems, the 
“terminal,” the “shell,” the “console,” and the “command line” all refer 
to slightly diff erent but interrelated phenomena. In technical terms, a 
terminal is a type of device fi le that implements additional commands 
(so- called ioctls— input/output controls) beyond “read” and “write.” 
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Terminal emulators, also known as “pseudo- terminals” or “pseudo- 
ttys,” provide user access to these device fi les. The “console,” by con-
trast, is the “master” terminal in a physical sense. It is the directly 
attached, hardware version of the terminal. The “command line” refers 
to the interface where a user types a command. And a “shell” is the 
main interface with which users are presented when they log in. In 
contemporary parlance, this refers to a command- line interface, but 
the metaphor of its name is derived from the “wrapper” that it provides 
around the basic terminal or, even, console. This all makes for a messy 
set of interlocking terminologies.

Nonetheless, all modern shell prompt systems come with a form 
of command completion. Under such systems, when the user presses 
the tab key, the shell presents a list of possible completions based on 
existing input. In other words, this is akin to the waiter attempting 
to help the user to speak the native language of the restaurant. This 
cannot be said to be a strictly contemporary phenomenon. The Berkeley 
Timesharing System for the SDS 940, developed in 1966, worked on the 
basis of resolving ambiguities in incomplete commands. Long before 
ChatGPT became the standard in language prediction, in this system, 
when a typed command was ambiguous, the interpreter, which used a 
“character- oriented terminal,” would not act.8 However, if the string 
entered was not ambiguous and could only resolve to a full command, 
the interpreter would resolve the typed line to the full version. This 
was a $400,000 system designed to examine each character from each 
Teletype before the next character arrives for the purpose of acceler-
ating user input.9 Hence, almost as long as shells have existed, they 
have attempted to save their users time and eff ort by autocompleting 
input results. As such, referring to the implementation of menus as a 
way around the supposed ambiguity and complexity of shells feels like 
a stretch.

Nonetheless, the system of deictic menus inscribes a visual- oral/
auditory dichotomy at the heart of computer system interfaces, even 
while they work via text.10 Text- based shells, with their “languages,” are 
metaphorically oral and aural. Their “languages” are spoken, freeform, 
hard to understand, and open- endedly extensible (usually via pipes 
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and other ways in which commands can be chained together). They 
are akin, in Simonyi’s depiction, to the spoken version of languages 
that one cannot understand. By contrast, the menu is understood, in 
the context of two sighted individuals, as a way of removing ambiguity 
from the spoken word. The restaurant “order,” sharing that imperative 
term, is clarifi ed through the use of a visual aide, the “menu.”

It is perhaps apt that the style referred to by the menu, which writes 
a visual prejudice into our metaphors, is framed around cross- cultural 
communication. Specifi cally, the type of cross- cultural exchange that 
one imagines beneath this restaurant metaphor is that of the arrogant 
Anglophone, ignorant of any foreign languages, who shouts and points 
in his or her native tongue, mistakenly believing intelligibility to be 
proportionate to volume.11 The menu acts as a bridge between two alien 
cultures, in which it also appears that there is a degree of animosity or 
friction between locutors. It also creates a hierarchy, in which those 
who can— or even just actually attempt to— speak the language itself 
are accorded higher cultural status. The same disdain is evident in com-
puting cultures, where those using the command prompt look down on 
the users of graphical interfaces.

The “shell” concept gives some idea, albeit confusingly, of why win-
dows are called windows— but it all depends on whether you are looking 
in or looking out. One might assume that, if operating a computer, one 
is looking inward from the outside. Aft er all, the outside world is֪.֪.֪. 
outside the computer. Originally developed at the Stanford Research In-
stitute by Douglas Engelbart, a window on a computer monitor might be 
presumed to off er a transparent view of the internals of the computer— a 
viewport that provides more detailed visual access to functionality and 
operates in a transparent fashion.12 Certainly, the window provides a set 
of controls for running the machine. However, the metaphor is strange. 
Windows are not transparent but instead stack new visual design ele-
ments together in a way that gives an operational control.

The idea of the window is part of what is known as the “desktop 
metaphor,” a concept that has been criticized for many years now. The 
idea of the desktop comes from the concept that your workspace con-
sists of a set of laid- out tools, in front of you, that can be deployed in the 
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service of work. It is a space that can be rearranged and customized by 
individual users as suits their world style. Yet, an early set of objections 
noted the following:

It is based on a static piece of furniture intended for 
organizing and storing.

A desk is not the direct container of information such as a 
paper.

A desk is not a thing that we normally consider “portable.”
Sharing of information may imply giving a physical thing. In 

the real world people do not give desks to other people.
A desk does not support directly the task of reading. In other 

words, people usually do not read desks.13

Likewise, we might aim several similar criticisms at the idea of a 
window off ering a viewport through a shell. Rather than transparently 
exposing the system’s internals, windows instead layer new icono-
graphic elements on top of their canvas that allow for access to new 
functionality. In this sense, windows are perhaps more like heads- up 
displays. Except they do not have any transparency at all. They sit on 
the outside of the shell, building further levels outward that add opac-
ity, abstracting further away from the core.

What if, though, the user were situated inside the window, looking 
out? This makes more sense for considering holistically the “desk-
top metaphor.” Aft er all, most people’s working environment— if they 
were using a real desk— would be one where they could look out of the 
window from the inside and there see new landscapes. This is certainly 
the case with the default background wallpaper that Microsoft  used 
for Windows XP. This version of the operating system opened out, via 
its default background wallpaper, onto a scene dubbed Bliss (fi gure 6), 
an almost unedited photograph of a green hill and blue sky with clouds 
in the Los Carneros American Viticultural Area of California’s “Wine 
Country.”14 In other words, the view that Microsoft  gave its user when 
they landed on the Microsoft  Windows XP desktop home screen was 
akin to looking out of a window at the natural world. The photograph 
was taken by Charles O’Rear in January 1996 and acquired by Mic-
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rosoft  in the year 2000.15 Given the ubiquity of Microsoft ’s operating 
systems, Bliss is one of the most widely recognized photographs in the 
world.16 It also had the advantage, compared with the originally se-
lected background, of not looking “like a pair of buttocks.”17 Microsoft  
paid one of the largest ever sums to a living, working photographer for 
the image, which is apt given how ubiquitous the image has become.18

The fact that Microsoft  conceives of its windows as escapes from 
the world of work and computing— as viewports onto rich external nat-
ural vistas of vibrant, almost psychedelic colors from the outside land-
scape but also via a photograph that is explicitly conceived in romantic 
terms, since the photographer took the shot while en route to visit his 
girlfriend— doesn’t exactly speak well of the computational environ-
ment that it is building, centered around work.19 At the same time, it 
is clear that looking through these Windows has more of a mirrorlike 
quality of reimmersion. It is only the background wallpaper (to put out 
another metaphor) for Windows XP that gave a view onto an exterior 
natural world. The windows of the programs themselves were much 
more business and work focused.

FIGURE 6. Microsoft ’s Bliss image. Used with permission from 
Microsoft 
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Hence, in the confl ation of the operating system called Windows 
and the idea of the window, the preceding analysis falsely confl ates a 
desktop wallpaper with a window itself. Again, this demonstrates the 
extent to which the metaphor falls apart. The “desktop” is the space 
where the tools for computation appear. It is the area where one can 
fi nd one’s frequently accessed programs and, for the more disorganized 
user, it is a space for storing temporary fi les. Why, then, does a desktop 
have a “wallpaper”? If one wishes to argue that the background is the 
“wall” behind the “desk” of the desktop, then why is the list of icons 
not below the background wall?

In many original versions of the desktop metaphor, there was no 
computer mouse. Instead, users had a tablet on which they drew to 
move the cursor, such as in Alan Kay’s Flex Machine from around 
1968.20 In such a setup, more of the tools are below the screen; there is 
a desk “top” on which there is a pen/stylus and a pad for tracking the 
cursor. But in general terms, the screen space has to fulfi ll multiple 
metaphorical functions. It has to be a desktop and a wallpaper and 
contain windows that move.

And why do windows move? Windows, in reality, open. You cannot 
move a window around on the wall to reposition its view at your con-
venience. This could just be a version of the magic illusion to which 
Alan Kay referred and to which I gestured earlier. Perhaps some kinds 
of super- digital windows would be movable on the wall. Or perhaps 
“metaphor” is a worse way to think about digital phenomena than “il-
lusions.” The window imbued with digital magic can be moved on the 
wall. But if this is supposed to be a metaphor that gives people informa-
tion about expected behaviors so that they can intuit how to use a com-
puting system, then it does not do a very good job. There is no reason 
why a window should be called a window other than that it is rect-
angular. You cannot see through these windows. But “frame” would 
do an adequate job— and picture frames are movable, unlike windows. 
However, this might have detracted from the coherence of the visual 
systems of reference that had emerged to dominate our digital text en-
vironments, via Microsoft . Hence, we stay with windows.
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Style and Sacrifi ce
Curiously, in some “windowing” systems, such as the Wayland proto-
col or Google’s Android operating system, windows are instead oft en 
called surfaces.21 This is, itself, signifi cant, as Lakoff  and Johnson 
use the term “content- defi ning surface” in their work on metaphor. 
A content- defi ning surface refers to an aspect of a metaphor that can 
overlap with another, and it is a perhaps necessary, but, in isolation, 
insuffi  cient mechanism to account for metaphorical coherence. In 
other words, a content- defi ning surface yields a specifi c frame onto 
which particular specifi cities are thrown, in order to generate a site of 
metaphorical overlap. With this in mind, a brief detour into an under-
standing of Wayland can serve to show, further, how the breakdown of 
metaphor here occurs but also how individual stylistic design begins 
to come into tension with overarching coherence, within the logic of 
a sacrifi ce of liberty. Wayland is a communication protocol for display 
servers and clients, designed to run on Unix- like and Linux systems. 
Wayland replaces an older mechanism called the X Window System 
(“X” or “X11,” as the system has been at version 11 since the late 1980s). 
X Window Systems are network- transparent graphical display servers 
originally developed at MIT in 1984.22 The idea behind an X Window 
System is that it allows for the display of graphical “windows” and for 
their manipulation and comprehension. The X Window System tracks 
digital windows, their overlaps, positions, application domains, and 
display parameters.

Specifi cally, the X Window System serves as a three- way glue be-
tween a kernel’s event system (which handles interaction with the 
hardware), graphical display components/clients, and a compositor. The 
diffi  culties here are many. When the user clicks the mouse button at a 
specifi c point on the screen, the graphics subsystem has to know which 
window should receive this event from the kernel. This is not as easy 
as it might seem. Windows can overlap (be “stacked”) atop one another 
(again, contrary to any kind of real- life window). Windows might be 
minimized, active, fullscreen, or merely part screen. Windows can be 
moved and may sit on diff erent monitors. Because of X’s so- called net-
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work transparency, a window may actually even reside on a diff erent 
computer from the one doing the displaying and receiving the events.

Once an event has been received by the operating system kernel 
(using the “evdev” [event device] driver mechanism), the X Window 
System uses its “scenegraph”— an in- memory representation of the 
position and ordering of all windows— to determine to which compo-
nent of which window the event should be relayed. This might be a 
textbox receiving text input or a checkbox receiving a click event. In 
turn, the application must then return updated visual information to 
the X Server and the compositor (for example, if a checkbox should, 
now, instead be checked rather than empty). The X Server must then 
ask the kernel to use its graphics subsystems to repaint the necessary 
part of the screen. The process involves drawing a new version of the 
screen in off - screen memory and then, to return to an earlier metaphor, 
“page fl ipping” this display buff er so that it is active on the computer’s 
monitor. In the X Window System, this entails a hugely messy set of 
roundtrips between the X Clients (applications), the compositor (which 
manages window locations), the X Server (which handles redraw re-
quests and input routing), and the kernel (which processes hardware 
inputs and outputs).

The Wayland system aims to simplify this architecture by remov-
ing the X Server entirely and replacing it with a compositor that also 
acts directly as the graphical interface and event routing system. Cli-
ents interact directly with the compositor, asking it to redraw their 
components (by sending memory buff ers of rendered content), and the 
compositor knows about the positions and orderings of its surfaces. 
In turn, the compositor interacts directly with the kernel, using the 
Direct Rendering Manager (DRM) to initiate page fl ips, moving the 
in- memory rendering onto the screen itself.

The advantages of the Wayland system over X11 are many, and most 
desktop managers/compositors for Linux are moving to use Wayland 
instead. At the same time, there are some challenges. One of the core 
features of desktop operating systems is that they have a homogenized 
look and feel. Indeed, at Microsoft  in the 1990s, in particular, there was 
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a quest for reusable visual and computational components. For exam-
ple, when Microsoft  was developing Encarta, its encyclopedia system 
(which was superseded in just a few short decades by the free, open 
alternative, Wikipedia), the goal was to create as many reusable ele-
ments as possible. As Fred Moody puts it, “Developers writing code 
prefer to lift  as many engines as possible from other programs, in order 
to save themselves months of work.” The result of this logic was that 
“Gates had established his multimedia division with the idea that part 
of its systems group would write tools for developers of all multimedia 
products to use, rather than having ten diff erent projects, writing ten 
diff erent but essentially identical search engines, text layout engines, 
animation engines, and so on.”23 This reusability drive is nowhere more 
prevalent than in graphical user interface designs, although in the case 
of Microsoft ’s encyclopedia project, this quest for reuse failed spectac-
ularly. The Encarta team ended up creating far too many unique com-
ponents that could not be reused more broadly. Yet the goal remains.

Specifi cally, in monolithic graphic interface systems such as Mi-
crosoft  Windows or Apple’s Mac OSX, applications are stylized in a 
consistent manner, at least then giving the impression of metaphorical 
homology. This is known as “window decoration” or “server- side deco-
ration.” Many Linux desktop environments, such as KDE Plasma, also 
attempt to enforce the homogenization of style (for example using the 
GTK framework). In the Wayland system, however, this is harder, as 
the compositor must intervene between a client’s rendering of its own 
content (such as its own interface) and the rendering of standardized 
framework metaphors (such as menus and status bars). While a 2018 
update to the Wayland protocol introduced a way to decorate windows, 
that this was not standard from the start reveals an interesting stance 
toward idiosyncratic visual styling.

What really seems to be at play in the introduction of Wayland is a 
set of architectural principles that not only bring performance benefi ts 
to the system as a whole but are also entwined in the negotiation be-
tween individual power and collective standardization. In other words, 
there is a metaphor of political liberalism at work in Wayland’s rise to 
prominence. The negotiation at stake lies in the question of rendering. 
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In traditional X11 systems, rendering is performed by the X Server. 
Clients send requests for updates to the X Server, which handles in-
teractions with the kernel such as page fl ipping. These requests can 
even be sent over the network to remote X Servers that will render the 
clients on a system far away from where the application is running. 
In Wayland, clients themselves are instead responsible for rendering 
their contents. Some degree of standardization can here be obtained 
by using libraries such as Cairo, but clients (applications) are essen-
tially free to draw themselves in whatever way they wish. They send a 
buff er of graphics to the Wayland compositor, which renders this into 
their space on screen. In other words, Wayland is the computational 
equivalent of self- identity for its programs. Under Wayland, applica-
tions have total freedom to style themselves as they see fi t. In X Server 
environments, by contrast, the server controls many more aspects of 
layout and rendering. In these ways, Wayland against X is a metonymic 
representation of self- identity versus socially determined identity. This 
raises a set of philosophical issues that have dominated recent political 
discourse in the West. We might ask: What is identity? A set of self- 
asserted positioning statements? Or a societally intervalidated series 
of propositions and positions? A distributed set of validated and time- 
bound assertions? How does identity change over time? If someone 
holds diff erent stances or beliefs at diff erent times, are they “identical” 
with their previous self?24 Visual identity in these diff erent soft ware 
systems is asserted by diff erent actors at diff erent points in the life 
cycle of these programs.

If we understand metaphor as providing grounds for familiarity in 
computer interface design, or even understand our metaphors as illu-
sory supplementations of the real- world objects to which they report-
edly refer, then the delegation of appearance to individual applications 
works against such concepts. While we can recognize commonali-
ties— a menu, for instance, as a list of options that extends downward 
from a status bar at the top of an application— if every application is 
free to restyle its interface elements in whatever way it chooses, then 
the principle of shared metaphor driving UI design is lost. How far, the 
question might be, do we have to travel from a standardized “menu” 
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before this term is no longer applied to the item in question? As Witt-
genstein famously asked of a “chair” that arbitrarily appears and dis-
appears: “May one use the word ‘chair’ to include this kind of thing?”25 
At what point does a computer menu no longer resemble a computer 
menu? And why is this lack of self- resemblance diff erent from the com-
puter menu no longer representing a restaurant menu?

MacOS is a good example of an operating system that has veered 
in the opposite direction to the individualistic design and composit-
ing schema of Wayland. MacOS itself is actually a fusion of several 
components that are united within a single framework. Specifi cally, 
macOS runs a kernel called XNU that evolved from Carnegie Mellon’s 
Mach project while also being derived from NEXTSTEP/OpenStep 
and FreeBSD systems. Driver interfaces in the system are handled by 
a setup called I/O- Kit, which provides an object- oriented framework 
for low- level hardware interaction.26 But Apple has, traditionally, been 
the heartland of attempts at coherent, consistent metaphor in its design 
principles. Indeed, as Thomas D. Erickson, who formerly worked at the 
corporation noted, “metaphor .֪ .֪ .֪ seems to be the holy grail at Apple.”27

Indeed, it would be a huge mistake to downplay the importance 
of visual design at Apple. In the mid- 1990s, Apple and Microsoft , the 
two largest technological players, diverged in their ideas of what the 
personal computing marketplace should be. Apple had a vision of a 
computer that was so easy to use that it required no soft ware manual to 
setup. Microsoft , by contrast, wanted to bring the power of mainframe 
computing to businesses. Ultimately, the diff erences “between Micro-
soft  and Apple came down to a diff erence in vision”— noting this met-
aphor of “vision” once again— “so stark that the purchase of a personal 
computer became a declaration of personal and political values.” Apple 
specifi cally inscribed an ideological set of values at its core, one that 
said that, in buying a Macintosh, “you were releasing your creative po-
tential and rejecting the values of Corporate America in the bargain.” 
There was a marketing investment in the “pleasure- quotient” of Ap-
ple’s machines, driven by advertising campaigns that focused on style 
and intuitiveness.28 This was perhaps most transparent in the global 
“Get a Mac” drive, which saw a corporate besuited geek representing 
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Microsoft - driven PCs, while a smart- casual Macintosh— clearly the 
cool kid on the block— made everything look easy.29

Importantly, the Get a Mac campaign was dependent on the dress 
sense of the two representative actors. As noted, PCs were shown as 
corporate offi  ce bores, bedecked in ties and suits. The type of digital 
text produced here would, it seemed, be tedious offi  ce reports. Macin-
tosh computers, on the other hand, wore turtleneck sweaters, unbut-
toned shirts, and generally more comfortable clothes. Text produced 
here would be the imaginative fare of novels and poetry. Indeed, a su-
perfi cial reading of the advertisement would note that the representa-
tion of Microsoft  computers was driven by homogeneity; we are shown 
a tiresome vision of offi  ce drudgery in costumed form. The reading 
of the Mac character is focused on individuation. Yet this is curious, 
given the insistence on visual homogeneity in the actual soft ware, to 
which I am drawing attention. In the world of the Mac, the advertise-
ment seems to say, you can dress how you want, rather than how your 
boss wants. Yet this brings a major irony. The way that the Macintosh 
achieves its vision of ease of use, intuitability, and metaphorical co-
herence is precisely by ensuring the rigorous sameness of interfaces 
between programs. In other words, in programming terms, it is not 
acceptable in Apple’s landscape for a program to wander in wearing a 
diff erent color rollneck sweater from everybody else. Apple achieves its 
vision of stylistic independence, in fact, by enforcing a dress code on 
every application that runs on its system.

This stylistic homogeneity is (technologically) enforced because 
graphical services in macOS are provided by a combination of Quartz 
(the compositor) and Aqua (the interface system). Of course, the deci-
sion to enforce such homogeneity is a social choice on the part of the 
Apple corporation. However, on the technical front, Quartz itself is 
split into two components: Quartz compositor is a window server, while 
Quartz 2D is a graphics library that evolved out of Postscript and PDF 
formats (indeed, despite the detailed discussion of the challenges faced 
by digital page implementations above, early documents about the his-
tory of macOS’s visual design stress that “the digital paper metaphor 
played a paramount role in the development of Mac OS X”).30 Quartz 
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is a processor intensive library that offl  oads much of its processing 
onto the graphical processing unit. However, this is where Aqua comes 
to the rescue. Aqua is, at the same time, the graphical user interface, 
the design language, and the visual theme of Apple’s operating system. 
While the specifi c design elements have changed over time— most no-
tably with the introduction of macOS Big Sur— the common point is 
that the Aqua and Quartz systems enforce stylistic homogeneity at the 
technical level in the service of a consistent interface. Such stylistic 
regularity serves not only to reenforce Apple’s brand identity (macOS 
apps are immediately recognizable, although so are most Windows ap-
plications) but also contributes to the “intuitive” nature of the system. 
That is, as Apple put it, “people expect macOS apps to be intuitive, 
while simultaneously adaptable to their workfl ow through customi-
zation and fl exibility,” and a consistently applied user interface theme 
provides such an intuitable setup.31 In Apple’s hands, consistency that 
provides for intuitable interfaces also contributes to the construction of 
its global brand and the furtherance of its corporate agenda.

Individual styling must also be considered within the historical 
paradigm of (sub)cultural studies as pioneered by Stuart Hall and the 
Birmingham Centre for Contemporary Cultural Studies (CCCS) in the 
1970s. Subcultural studies, as derived from this critical paradigm, views 
the idea of style itself as a way in which subcultures delineate them-
selves from other subcultures and dominant culture, or the mainstream. 
Such an act of demarcation, in the original formulation, is one in which 
such styling carries resistive potential— a means of counteracting the 
imposition of homogeneous uniformity. In recent years, such a view 
has itself come in for critique in the fi eld of “post- subcultural stud-
ies,” which viewed the earlier resistance thesis of the CCCS as overly 
romantic. Indeed, as David Muggleton and Rupert Weinzierl put it, 
the point here was to challenge the “romanticism of the CCCS,” where 
subcultural studies emerged. In subcultural studies, it was thought that 
“radical potential” lay “in largely symbolic challenges” to a hegemonic 
norm imposed from above; that is, the aesthetics of styling carried the 
potential, in itself, to be transgressive— an act of resistance. A post- 
subcultural take on this is one in which “the potential for style itself to 
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resist appears largely lost, with any ‘intrinsically’ subversive quality to 
subcultures exposed as an illusion.”32 It is also important to note that 
core to the CCCS defi nitions of cultural studies are notions of class. It 
is specifi cally a type of class- based resistance, off ered by aesthetics, that 
grew from this particular context in 1970s Britain.

User interface designers may be pleased with the ability to style 
their applications precisely as they want in Wayland. This gives a 
degree of freedom and control that is otherwise lacking in this design 
space and off ers the potential of subcultural resistance. Indeed, some 
designers note that it doesn’t really matter how much you change small 
things, so long as the interface continues to behave in a way that is 
consistent with a user’s past experience. As Bruce Tognazzini puts it, 
“You can change the entire look and feel of an application as long as 
you honor the user’s previously learned interpretations and subcon-
scious behaviors.”33 Hence, Wayland allows designers to “go rogue” if 
they want, off ering a way of resisting the homogenizing infl uence of 
the compositor’s enforced shared stylization, possibly at the expense of 
ingraining a set of prior cultural- behavioral assumptions. It should also 
be noted that some types of application require extreme fl exibility over 
their layout and graphics systems. Computer games need the ability to 
paint an entire and unique world and cannot fall back on prepackaged 
form elements, as would a piece of business soft ware. In this sense, the 
shared metaphorical interface elements of computer games are fewer 
and further between than other types of applications.

Yet what kind of “resistance” to domination does such an approach, 
allowing individual style in computer programs, including those that 
focus on textual creation and dissemination, really represent? It is 
certainly true that metaphorical paradigms appear to constrain our 
thinking about how computer programs and text input could operate 
otherwise. The metaphors themselves— be they surfaces or windows— 
lock us into specifi c thought paradigms that carry a path dependency. 
Circumventing this gives a degree of “freedom” to the interface 
designer.

However, freedom is a relative trade- off  between the freedom to 
create an interface in whatever style a designer wishes and the freedom 
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from such impositions on the behalf of users. A project that demon-
strates the exchanges made in such negotiations of freedom is Bagaar’s 
User Inyerface. Described as a “frustration,” User Inyerface is a com-
pendium of terrible user interface design decisions, all gathered under 
one roof. Figures 7 and 8 serve to demonstrate some of the horrors of 
this system.  

FIGURE 7. User Inyerface example interface

FIGURE 8. User Inyerface example interface
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In Figure 7, the initial annoyances of the system are clearly in evidence. 
First, the entire color scheme of the site is appalling  (although the image 
here is, obviously, black and white). The light green font on the bright 
blue background is specifi cally designed to impede color- blind users, 
who will be unable to discern the text from the background. The copy 
itself is badly written. “To play the game,” the user is told, “simply fi ll 
in the form as fast and accurate [sic] as possible.” Below the fi rst block of 
text, where normally one would expect a prominent interface element 
that might graciously guide the user to the next step, sits a round button 
labeled “NO” that performs no function. Clicking this button has no 
eff ect whatsoever. Finally, the site presents to the user, in a variety of 
typographical stylings, the instruction “Please click HERE to GO to 
the next page.” The visual style applied to this line implies that the user 
should click the decorated word “click.” However, this is not possible. 
The word “click” is not actually a link. The user will usually next try 
to click “next page,” since this text is presented in a lighter weight of 
font style, again setting it apart. Once more, though, this results only in 
frustration: “next page” is not clickable. Perhaps “GO,” the imperative 
action command, is where the user should next try? Again, no dice. 
Finally, the user will likely try “HERE” out of desperation and will be 
duly “rewarded.”

The next page is, indeed, even worse. Aft er a few seconds of loading, 
a horrifi c red banner appears asking, “This site uses cookies, is that a 
problem for you?” thereby inverting the traditional wording. The neg-
ative answer “YES” is bolded within a large rectangle, while the affi  r-
mative but weakly worded “Not really, no” is tiny and does not appear 
in any styling that makes it appear clickable. For some inexplicable 
reason, a “countup” timer appears and, if the user is not swift  enough, 
a lockout box appears over the top of the entire screen, warning the user 
to “hurry up” because “time is ticking” (a box that instead of “OK” has 
“Lock” as its only option, which changes to “Unlock” when clicked).

The second page itself is no better for the requirements it places 
on the user. In a parody of the password cultures about which I have 
written elsewhere, the user is told the following:
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 1. Your password requires at least 10 characters.

 2. Your password should have at least 1 Capital letter.

 3. Your password must have at least 1 Numeral.

 4. Your password needs at least 1 letter of your email.

 5. Your password can have at least 1 Cyrillic character.34

The interchangeable vocabularies of “requires,” “must,” and “needs” 
here serve to destandardize the instruction set. Furthermore, the inter-
relation of password and email address is clearly ridiculous (“Your pass-
word needs at least 1 letter of your email”) and the ineff ectual assertion 
that “Your password can have at least 1 Cyrillic character” implies that 
there exists a set of characters that are forbidden but that are not speci-
fi ed by this ruleset. If the user enters a password that does not conform 
to these rules, the interface will simply disallow them to proceed, with 
no indication as to why their password did not meet the requirements.

Using the form itself is even worse. The, again, inversely worded 
“I do not accept the Terms & Conditions” is ticked by default and the 
link to said terms presents the users with a pop- up modal with unre-
placed boilerplate language within a window that can only be scrolled 
through at absolute snail’s pace: “Welcome to [Insert company or web-
site name],” the site proclaims, as the user crawls down the page. The 
password itself is asked only to be entered once and is displayed in 
cleartext, rather than the asterisked- out privacy with which we are fa-
miliar, giving no faith that the system will be storing such passwords 
in a secure manner. Email and domain are separated out into their own 
fi elds and the suffi  x (such as “.com”) is only selectable from a drop- 
down list that includes very few top- level domain options alongside 
other unhelpful and irrelevant aspects such as “.jpg” (which is a fi le 
extension for a local image, not a known top- level domain suffi  x). The 
“How can we help?” box informs the user that there are 465 people in 
line for help ahead of them in the queue. The “cancel” button is the larg-
est on the screen. The “Next” and “Reset” buttons are the wrong way 
around, implying the obverse of the directional impetus they are sup-



W I N D O W S  A R E  A L L E G O R I E S  O F  P O L I T I C A L  L I B E R A L I S M 195

posed to convey in a left - to- right reading system. And for some reason, 
a set of fl ashing “1 2 3 4” icons dominates the middle of the screen.

There is little doubt in my mind that User Inyerface is easily one 
of the worst user experiences ever designed. As a deliberate eff ort to 
create such an environment, it is also very funny. Indeed, the constant 
frustrations of the system produce fl ashes of anger even in users who 
appreciate and understand its humor. Yet User Inyerface is merely the 
emblematic logical extension of a whole set of websites that emerged in 
the 1990s and that carried within them such horrifi c design principles.

The stylistic textual elements that perhaps trigger the most nos-
talgia among 1990s web users are the HTML blink tag and the scroll-
ing marquee, alongside the well- known proliferation of naff  animated 
GIFs. It is hard, from the retrospective position of the 2020s, to see 
how these design elements were ever thought to be a good idea. How-
ever, many of the fashion choices of the 1990s also now appear dubious 
(as, doubtless, will  contemporary choices to future generations). The 
fi rst of these tags rendered text that would appear and disappear in a 
syncopated fashion; the text “blinked” on and off  the page, like Witt-
genstein’s chair. As Mozilla’s MDN documentation now puts it, “This 
feature is no longer recommended.֪.֪.֪. Do not use this element as it is 
obsolete and is bad design practice.” Indeed, the example of the tag’s 
usage from this source is “<blink>Why would somebody use this?</
blink>.”35 It is, to be fair, a good historical question that we should 
take seriously. Why was this ever considered a good idea? Along with 
the scrolling marquee, which moved text from right to left  across the 
screen, and the ubiquitous rotating animated Graphics Interchange 
Format icons, the 1990s internet aesthetic appears even worse than 
the fashion sense of that decade.

One of the most curious aspects of the 1990s web aesthetic, though, 
is that in their quest for individuality— that is, in seeking to distin-
guish themselves from one another by having the quirkiest “unique” 
designs— these sites are clearly identifi able for the era to which they 
belong. That is, sites with white text on a black background and the 
aforementioned deprecated HTML elements are readily categorizable as 
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Yahoo! GeoCities or MySpace sites from the 1990s. (Perhaps of interest 
for the previously explored metaphors of gentrifi cation is that GeoCities 
was premised on the notion of neighborhoods and cities, segmenting its 
web spaces into property districts and reenforcing both notions of real 
estate ownership but also supposed thematic proximity to other sites. 
That said, as Shannon Mattern has cautioned us, we should be careful 
about considering cities in computational terms, and vice versa.36) Ex-
treme design individuality and lack of standardization turns out to be a 
type of standardization in itself that allows us to categorize such sites.

There is a further metaphor that is useful for thinking about sty-
listic conformance or deviation and one that comes from an unlikely 
source. In his Memory and Intertextuality in Renaissance Literature, Ra-
phael Lyne sets out a schema for thinking about poetic remembrance in 
terms of implicit and explicit memory. That is, for Lyne, various forms 
of allusion can be explicit acts of remembrance, while intertextuality is 
more akin to an implicit memory system. As Lyne puts it:

On the one hand, the mind accumulates associations over time 
and these develop into systems of cues and connections that 
govern behaviour. On the other, there is the capacity to con-
trol mental processes, to undertake deliberate and hypothetical 
searches of memory, for example, which is not thought to exist 
in animals. The suggestiveness of this hybrid model for the critic 
studying allusion and intertextuality is straightforward but pro-
found. Associative processes are like intertextuality; conscious 
processes are like allusions. The crucial thing is that associative 
and conscious processes are part of the same system: human 
memory is a combination of the two, and yet it happens in one 
organ and is a unitary entity to some extent.37

The crucial point to note here is that the mind has two overlapping 
models of memory formation and recall, one that appears passive and 
inherited and the other that is controlled and structured. As a result, 
“allusion and intertextuality, then, in this emerging analogy, are rec-
ognized as parts of a single system, with diff erent but actually comple-
mentary characteristics.”38
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In the user interface and digital- textual worlds, we can certainly 
read stylistic affi  nity as a type of “intertextuality.” When an application 
adopts the styling of the operating system, it invokes reference to a 
specifi c set of design principles and explicitly affi  liates itself with that 
ecosystem. While the memory metaphor is of use here, there is also, 
clearly, a community- forming element at play. Applications that style 
themselves within the specifi ed framework of the operating system en-
gender a type of communal citizenship, in which a paradigm of confor-
mance and equality is leveled between programs. Yet at the same time, 
it may actually be the case that this forging of community is mostly 
an implicit process, enforced from above. Many toolkits, such as GTK, 
bring the tools of conformance and stylistic alignment with them as 
part and package of what they do. In other words, applications that 
use a specifi c toolkit for their visual design may adopt stylistic confor-
mance by default, without any specifi c allusive outreach intended. In 
this sense, as in Lyne’s conceptual system, application intertextuality 
may refl ect an implicit affi  liation rather than an explicit formation of 
community.

It is in the civil disobedience of misbehaving applications that we 
fi nd what Carl DiSalvo has called a “design experiment in civics” at 
play.39 When applications decide to go “off - piste” in their designs, they 
reveal the politics of style that sits beneath operating systems as sty-
listic communities, with diff ering characteristics of political author-
itarianism. On the one hand, Apple and Microsoft  are notorious for 
enforcing their stylistic drives on applications that are distributed 
through their offi  cial stores. Interfaces that deviate are oft en pushed 
back for reasons of inaccessibility (a complex politics to which I will 
turn shortly). But these corporations are also, as above, driven by con-
siderations of brand conformity and ensuring a unifi ed, “intuitive” 
experience. Systems such as Wayland on Linux architectures allow 
for much greater individual stylistic freedom— in line with the liberal 
politics of open- source soft ware40— while encouraging applications, 
nonetheless, to adopt conformant interfaces.

Hence, the question becomes: What do implicit versus explicit as-
sociative design frameworks for user interfaces do in terms of creating 
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communities? Can such communities of applications be said to have 
“democratic” qualities, or are they more akin to authoritarian dictator-
ships? Clearly, Microsoft ’s and Apple’s respective systems do not tol-
erate dissent. On the other hand, Linux systems allow for applications 
to go their own way. As such, in these open- source environments, the 
explicit choice to affi  liate one’s designs with standards yields a social 
contract into which applications and text- generation environments can 
explicitly opt.

There is one category of interface design that merits special men-
tion, even though it veers far from digital textuality: games. Most com-
puter games have menus and interfaces that are styled in the game’s 
own themes. Indeed, these interfaces seek to get as far away as possi-
ble from spreadsheet applications and affi  liation with digital- textual 
entries. Strangely, when a game “takes control” of the computer and 
enters fullscreen mode, user interface requirements that  do not con-
form to the system are allowed to pass. It can seem, in fact, almost as 
though computer games are the jesters of the civic court of interface 
designs. In a carnivalesque fashion, games invert the usual strictures 
of brand authority and assert their right to criticize the dominant para-
digm.41 Like all forms of carnival, though, the inversion of the dominant 
order is only temporary, while the game is “in play,” and users will 
return to the world of stylistic interface conformance once the game 
has ended. Indeed, by their outlier status, the critique that games might 
mount on the politics of stylistic application homogeneity is limited, 
because games are seen as totally “other” spaces, separate and apart 
from other interface spaces. Games are, aptly, the wise fools— or even 
Cassandras— of the user interface homogeneity world, able to speak 
truths but destined never to be taken seriously.

Indeed, this concept of “seriousness” is embedded in the divide be-
tween game and nongame interfaces. Yet games also provided a gradu-
ated slope between the world of the operating system (and its “serious” 
word processors) and the game mechanics themselves. As Grahame 
String Weinbren points out, many games (around 1995), such as the 
Sonic the Hedgehog series, simulated extreme environments of Newto-
nian physics “to keep the player anchored in his seat, to make him feel 
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as if the laws of the simulation are precisely the laws of the world he is 
struggling to overcome in daily life.”42 In this way, games oft en (but not 
always) attempt to give an intuitive feel to their interactions. Gravity 
generally pulls sprites downward just as gravity, in reality, pulls us to 
the fl oor. Hence, game mechanics oft en try somehow to connect extra-
computational environments with the in- game realities. (Although it 
is clear that oft en games involve elements that do not correlate with 
our experience: worms with nuclear weapons, super- speed hedgehogs, 
portal- opening aperture cutters, and so forth.)

Between the actual games or “gameworlds” (which Kristine Jor-
gensen astutely points out are actually themselves “interfaces to the 
game system”) and the operating system, though, lie the games’ own 
menus and systems of confi guration.43 These intermediate layers have, 
for the most part, and curiously, the simulated quality of menus and de-
signs from nongame systems. The main menu system of 1999’s Unreal 
Tournament, for instance, consists of a series of menu tiles across the 
top of the screen. Confi guration options are presented within gray- 
framed windows with familiar, yet independently styled, windows in 
the game’s own color palette. By the time of 2007’s Unreal Tournament 
3, the aesthetics had an upgrade, but fundamentally the system was still 
a text- driven interface with options presented on submenu pages. These 
loading screens present a context to the user that is somewhere be-
tween the menus of productivity tools such as word processors and the 
gameworld. They bring the aesthetic qualities of the game to the oper-
ating system, indicating that the user is about to leave the safe confi nes 
of homogeneous styling. In one sense, this reenforces the sense that 
games inscribe the oft - repeated mantra that “work and play are oft en 
in opposition.”44 Yet, as Cathie Marache- Francisco and Eric Brangier 
note, gamifi cation plays a role in the design of many nongame inter-
faces, particularly on the web, while, as I have here been documenting, 
game interfaces, particularly in the premechanics phases, oft en bring 
elements of work interfaces to the house of fun. Does, they ask, this 
merging of pleasure and labor “suggest a dialectical overcoming of the 
opposition between work and leisure, pleasure and displeasure, moti-
vation through game play and professional obligation?”45 Probably not. 
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The aesthetic diff erence of game environments tends to reenforce the 
idea that word processors and other text production environments are 
serious “work”— thereby removing creativity and play from writing.

But it does, again, bring us back to the question of intuitability 
and what this might mean in the world of user interfaces and text pro-
cessing. Certainly, things have changed a great deal since the 1990s. 
For instance, it is clear, as Jorgensen shows, that game designers have 
moved to make their interfaces “appear as attractive as possible .֪ .֪ .֪ and 
attempt to hide system information inside the game environment.”46 
Such an approach gives a greater feel of wholeness— or, indeed, stan-
dardization— to a gameworld, with a sudden immersion of the player in 
the “other space.” Indeed, in such a situation, the gameworld becomes, 
in a sense, a whole operating system, with its own subsets of standard-
ized and aesthetically homogeneous interface components. The game 
becomes an operating system within an operating system, a virtual 
machine.

Digital standardization versus individual style is, then, a constant 
battle or tug- of- war. It also seems to be the case that interfaces need to 
present some elements of familiarity to users if people are to begin to 
“learn” how to use soft ware. Games, while seemingly as far from Mic-
rosoft  Word as one can imagine, present a good case study for thinking 
about nested spaces of homogeneity and the ways in which an entire 
sub- ecosystem can emerge within an operating system but somehow 
also set apart from it. If we are to think, as Matthew Kirschenbaum 
has encouraged us, of programming as an eff ort of “world making,” in 
which “the coder becomes the world maker, charged with defi ning the 
rules and characteristics of the world,” then we must recognize that 
such worlds also bear the risk of falling into a “risk of rehearsal,” as 
Roopika Risam has put it.47 What I mean by this— in a somewhat dif-
ferent context to Risam’s original remarks— is that game environments 
appear to deviate from offi  ce productivity tools in their aesthetics. We 
see text interfaces and word processors as well- behaved citizens of 
aesthetic conformance. By contrast, games appear as the rebels, graft -
ing their individual style atop otherwise familiar elements. But games 
simply impose their own, new set of homogenizing rules all the way 
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down. Within the gameworld, everything must, again, reconform to the 
dominant stylistic premise. As such, games have the aforementioned 
“risk of rehearsal.” Each game, of diff erent kinds, adheres to a set of 
conventions— generic rules that players expect and that color the in-
terface interactions.48 While they appear as radical breaks, they carry 
with them their own authoritarian streak, the risk of genre becoming, 
once more, a law.49

The Politics of Digital Accessibility
One of the drivers of more universally applied design principles has 
been the rise of web accessibility standards in the service of helping 
disabled users gain equal access to all parts of the web and comput-
ing systems more broadly. In turn, this must be linked to the ascent 
of disability rights movements that have sought and fought for design 
principles that make fewer assumptions about the abled physical or 
mental characteristics of users. The “human” at the center of computer 
interface designs has evolved gradually away from the universalizing 
assumptions of total ableness that characterized early developments. 
The classic example of this outside of digital spaces is the building 
facade with steps, built with able- bodied individuals rather than wheel-
chair users in mind. Various schools of disability studies have, since the 
1970s, highlighted this as the social construction of disability.50 In such 
models, disability is separate from impairment and is usually defi ned as 
“the relationship between people with impairments and a society that 
excludes them.”51 People in wheelchairs are only disabled— as an active 
process— if society chooses to use steps instead of ramps.

Disability is oft en “used” for various societal and narrative purposes. 
As Rosemarie Garland- Thomson charts it, there are fi ve dominant— 
and prejudicial, oppressive, and disempowering— approaches to dis-
ability that can be ordered into a taxonomy:

First is the biomedical narrative that casts the variations we 
think of as impairment as physiological failures or fl aws, as 
medical crises that demand normalization through technology 
or other allopathic measures. Second is the sentimental narra-
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tive that sees people with disabilities as occasions for narcissis-
tic pity or lessons in suff ering for those who imagine themselves 
nondisabled. Third is the narrative of overcoming that defi nes 
disability as a personal defect that must be compensated for 
rather than as the inevitable transformation of the body that 
results from encounters with the environment. Fourth is the 
narrative of catastrophe that presents disability as a dramatic, 
exceptional extremity that either incites courage or defeats a 
person. Fift h is the narrative of abjection that identifi es disabil-
ity as that which one can and must avoid at all costs.52

Oft en, literary texts and other fi ctional cultural works can be as guilty 
as the rest of society in perpetuating such a narrative, as Rachel Carroll 
has shown, for instance, in Julian Barnes’s Sense of an Ending (2011).53

Interface design principles that enable accessibility are premised 
on two foundations. First, they do still have to make some assumptions 
about the abilities of end users and cannot totally be abstracted from 
material realities. Wheelchair ramps require knowledge of wheelchairs. 
They also still exclude people who cannot use or do not own a wheel-
chair but have an impairment that precludes staircases. Hence, accessi-
bility measures are oft en dependent on some kind of foreknowledge or 
assumption of assistive prostheses. They are also usually progressive, 
rather than absolute, in solving exclusion. Second, web accessibility 
standards are based on a fundamental refutation of some of the most 
basic principles of academic media studies. Namely, web design princi-
ples that aim for accessibility insist on a strict separation of form from 
content, the presentation from the material itself.

Of course, long- standing theories of media, including the obligatory 
McLuhan touchstones, have refuted the idea that such a separation is 
possible.54 Nonetheless, the basic principle of modern HTML and Cas-
cading Style Sheet design— the basis on which almost all networked 
text is delivered today— is that presentational elements are encoded in 
the latter, while the former encapsulates content within semantically 
rich tags. Alan Liu has correctly argued that this increasing prevalence 
of content- transmission- consumption models built upon standards 
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such as XML, which aim to separate content from presentation, poses a 
threat to artistic modes that rely upon the blurring of this distinction.55 
That said, such a model relies on exposure to the underlying struc-
ture. Aft er all, an estimated 95 percent of artists working in a digital 
medium are not currently exposed to XML but rather are constrained 
at the level of the user interfaces within which they must operate. The 
5 percent who do encounter this medium will likely have the technical 
ability to craft  a presentation layer— to borrow McLuhan’s phrase— 
that would transform the message. While XML is, indeed, designed 
for presentational reconstruction at the consumer end, the outrage at 
specifying procedures and constraints for this reception— and thereby 
circumventing the problem of which Liu writes— would be no diff er-
ent from the outcry at the Tate Modern when, in 2008, a Mark Rothko 
painting was accidentally hung, against the artist’s instructions, upside 
down. Furthermore, it is possible that such a content/form dichotomy, 
in which each element must be separately considered, could lead to a 
culture of artistic practice that places a greater emphasis on the self- 
aware consideration of this distinction— surely a positive turn.

In more concrete terms, the history of web accessibility goes back 
to 1994, when Tim Berners- Lee made reference to it in his keynote 
talk at the Second International World Wide Web conference in Chi-
cago.56 Indeed, earlier books on the subject, such as the landmark vo-
luminous 1990 The Art of Human- Computer Interface Design, contain 
hardly a single mention of accessibility in its more contemporary use.57 
For instance, in that volume I struggled to fi nd more than one refer-
ence to visually impaired users, and this was only in passing, beyond 
color blindness.58 One of the few references to impairment was to note, 
almost pejoratively, that “current interface styles have been accused of 
being designed for use by a ‘deaf, mute Napoleonic person.’ ”59 None-
theless, the 1994 conference led to the creation of the Unifi ed Web 
Site Accessibility Guidelines at the Trace Center at the University of 
Wisconsin– Madison in 1995. In turn, this document would eventually 
become the Web Content Accessibility Guidelines (WCAG) 1.0 in 1999. 
Prior to the release of the WCAG standard, website designers would 
have to test their site using screen- reader systems such as JAWS (Job 
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Access With Speech), working on a trial- and- error basis to try to ensure 
that the site worked with the tools. The introduction of the WCAG 
allowed designers to work off  a standard rather than the pragmatics of 
how specifi c soft ware interacted with a site.

The initial release of WCAG 1.0 had several shortcomings, perhaps 
most notable among which was the preclusion of JavaScript. In the fi rst 
version of the guidelines, dynamically interactive elements powered by 
JavaScript had to be replaced by static content. With the growth of Web 
2.0 and the importance of technologies such as AJAX (Asynchronous 
JavaScript and XML— a technology for updating the front end of web-
sites with dynamic data without reloading the whole page), it quickly 
became clear that WCAG 1.0 was inadequate. Almost a decade later, 
in 2008, the second version of the WCAG was released, which reme-
died these defi ciencies. WCAG 2.0 also decoupled the terminology of 
accessibility from specifi c technologies. For instance, “Include alt text 
with images” became “Include text alternatives for visual content.”60 
The former wording of “alt text” and “images” ties this statement spe-
cifi cally to HTML and images, whereas the WCAG 2.0 guideline is 
far more technology agnostic and media agnostic, focusing instead on 
the sensory medium. Accessibility began, at this point, to future- proof 
itself.

By 2015, websites had become rich, interactive experiences, more 
akin to previous iterations of desktop applications. Google had pro-
duced entire word processing and spreadsheet applications that ran 
in browsers. To handle accessibility in such circumstances, the WAI- 
ARIA (Web Accessibility Initiative— Accessible Rich Internet Appli-
cations) specifi cation was born. This standard for HTML5 allows for 
elements to be assigned a “role” function, describing the specifi c part 
that an element plays and its current state. Hence, a “div” (division/
section) tag with “role=‘checkbox’ ” and “aria- checked=‘true’ ” would 
represent a checkbox with an actively checked state. In the world of 
modern web development, pages are divided into sections that update 
dynamically, and they may use tags, such as “div,” that are not seman-
tically rich (as would be an “input” or “form” element), to do so. The 
ARIA specifi cation allows a developer to designate the role and state 
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of such elements, thereby rendering them functionally accessible to an 
impaired user, even while relying on the aforementioned decoupling of 
form and content.

Accessibility focus from 2018 onward, with WCAG 2.1, turned at-
tention to mobile devices. Yet, in reality, this was more just a decenter-
ing of specifi c device- based assumptions from accessibility standards. 
Rather than assuming that users were working on a particular type of 
desktop PC monitor— as in my earlier discussion of the development of 
resolution- independent displays for digital pagination— the standards 
moved to consider diff erent sizes of screen across a range of portable 
devices. Perhaps what is most interesting about this paradigm, though, 
is the balance that must be struck between specifi city and abstraction. 
As with the idea of wheelchair ramps, it is not possible to make mean-
ingful disability equality accommodations without a concrete idea of 
the determinate prosthetic aids that are in use. At the same time, tech-
nologies change rapidly, as we saw above with the removal of the “alt 
text” wording. Tying accommodations to specifi c technologies means 
that specifi cations can quickly be made obsolete. At the same time, di-
vorcing accessibility guidelines from specifi c instantiations of technol-
ogy renders them impotent. Such guidelines seem to be caught, then, in 
an oscillating dialectic between the specifi c and the abstract. That this 
is the case is evidenced by the fact that new guidelines are needed every 
few years as technology changes, even while the guidelines have at-
tempted, over the course of their progression, to move away from lash-
ing themselves to particular, time- limited technological modalities.

All of this suggests, of course, that accessibility for minority im-
pairments is not a one- time process that can be embedded in standards 
documents and then implemented. The assumptions of mainstream, 
majority embodiment are encoded in the presuppositions that structure 
our most basic digital designs. Instead, then, the work of accessibility 
for digital text remains a constant process of adaptation, negotiating 
elements of sensory- embodiment and interfacing them with techno-
logical imaginaries. As a result, standardization for disability inclu-
sivity requires the designer to sacrifi ce individualism in the service of 
communal catering for diff erence of bodily types and ability. This may 
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be why paradigms of neoliberalism and libertarianism that rest on ex-
treme individuation have consistently proved so hostile to disability in-
clusivity, which has thrived in spite of, rather than due to, this political 
rationality.61 Be yourself, these paradigms proclaim, unless that self is 
so individuated and diff erent from the mainstream as not to constitute 
a “market.”

Computational text- interface standardization— the homogenizing 
frames to computational windows, for example, which constitute the 
parts of the metaphor that foundationally ground our metaphorical 
naming practices— are a negotiation between minority rights and ma-
jority rule. While it seems as though such abstruse thinking about met-
aphor is a million miles from real political concerns, this is, of course, 
far from an abstract issue. The Covid- 19 pandemic— a touchstone that 
it is impossible to omit in any contemporary work on disability design 
and inclusivity— remains a signifi cant social problem because it pres-
ents strongly diff erentiated health outcomes for diff erent demographic 
groups, on which society places diff erent levels of worth. In the UK (my 
country of origin) context of 2020, six out of every ten people who died 
from the pandemic were disabled.62 Furthermore, it was thought, early 
in the pandemic, that children apparently suff ered far more mild forms 
of illness than their adult counterparts, for unknown reasons. Worry-
ingly, more recent studies show that the underwater iceberg of viral 
consequences may be deeper than previously understood for this group, 
with up to a 116 percent greater incidence of diabetes in infected chil-
dren.63 Nonetheless, the narrative that emerged during the pandemic 
was that the disabled, with their “existing conditions,” and older people, 
with their economic lives lived, were most at risk— but also, least valued. 
In turn, this entailed a framing narrative in which protective action 
taken by those in the less- at- risk groups was deemed sacrifi cial.

Yet the sacrifi ce was asymmetric. The trade- off  that was requested 
was that people curtail their liberty in order to protect the lives of the 
vulnerable. The societies that seem to have the highest death tolls, there-
fore, were, unsurprisingly, those with strong principles that equally sit-
uate “life” and “liberty”— countries that were not willing to trade their 
claimed freedoms to protect the lives of others. For instance, one might 
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consider the very well- known framing parameters of the US Consti-
tution, with its inalienable rights of “Life, Liberty and the pursuit of 
Happiness.” There is, though, no analysis to date that I have found that 
can say whether these three elements should be thought of as equal in 
stature or whether life is more or less important than liberty and the 
pursuit of happiness. However, perhaps more importantly, the balance 
here is fl awed in another way— namely, even if it were accepted that 
liberty is as important as life, in this particular equation, all humans 
were not, from the start, created equal (no matter how self- evident that 
truth may seem). Instead, certain bodies and lives were given more 
value than others. As a result, the “life price” of “liberty” fl uctuates 
with the specifi c lives that are narrated into such grim accountancy. 
This is particularly the case in the instance of older people, where the 
virus’s knotting together of vulnerable people into a network of depen-
dency itself mirrors a broader trend in the West “where what we are 
taught to value is the notion of autonomy and self- suffi  ciency above 
all else,” as my colleague Lynne Segal puts it.64 That is to say that the 
pandemic has doubly devalued the lives of older people, fi rst by show-
ing that this group would have to rely on others, undermining Western 
values of autonomy and liberty itself (this group is now not free from a 
dependence on others, which Sarah Lamb shows to be a keenly valo-
rized aspect of Anglo- European cultures), and second by placing such 
lives as apparently less economically worthwhile.65 There becomes, in 
such circumstances, what Margaret Morganroth Gullette has called a 
“duty- to- die” discourse of sacrifi ce.66 Indeed, a simple thought experi-
ment can show us this discrepancy with shocking clarity: Perhaps our 
liberty is worth the price of a disabled pensioner, but not the cost of an 
“innocent” child? Physical distance also helps to lower the price. When 
deaths are African or South American, it can seem easier in the Global 
North to purchase one’s freedom at their expense. Indeed, I am told that 
it is easier to shoot someone when you do not have to look them in the 
eye. The pandemic has shown us that some liberties are more expensive 
than others, and those with a greater “risk appetite,” as the phrase goes, 
were simply those more willing to pay for their freedoms with the lives 
of other people who needed their help.
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The underlying mechanism that allows the economic metaphor 
here— that we buy liberty with lives in a symbolic economy— works 
by reducing life and liberty to interchangeable and exchangeable cur-
rency forms.67 The discourse of sacrifi ce also requires objects to be 
made commensurate with one another, which is why the Christian 
paradigm, in which we are told that Christ died to redeem sins, can 
seem baffl  ing to those from outside the tradition. Why, it might be 
asked, should a death act as a redemptive price for the wrongdoing of 
others, particularly given the unjustness of Pilate’s sentencing in the 
fi rst place? The objects— death and sin— do not seem to be of the same 
categories and so the economics of the sacrifi ce become strange. Had 
Christ redeemed our sins by his outstanding virtue, this would at least 
have made some kind of counterbalancing economic sense. A similar 
phenomenon can be seen in charitable eff orts that involve suff ering on 
the behalf of a fundraiser. Why do people feel more inclined to donate 
to a worthwhile cause, which they might support in any case, when an 
acquaintance is willing to suff er (for instance, by running a marathon)? 
Why is the suff ering of a friend a “good” price to pay? Why would I 
want to receive the suff ering of a friend in exchange for my money? 
Perhaps this reveals that our relationship with friends can sometimes 
be more driven by sadism and cruelty than we like to admit. Yet, in any 
case, suff ering and pain seem to be exchangeable commodities that can 
be swapped for charitable donations.

It is also the case that the types of sacrifi ce demanded by pandemics 
with unequal outcomes for diff erent groups can be classed, in economic 
terms, as having “negative externalities.” A negative externality is a 
condition where a detrimental cost is borne by actors who are beyond 
the sphere of decision- making. A good parable of such an externality 
can be seen in a subplot of the 1990s television series Star Trek: Voyager 
that involves a spacefaring race known as the Malon. In the show, the 
Malon deploy a planetary- scale waste disposal industry for contami-
nated antimatter that results in harmful theta radiation emissions. On 
their homeworld, a powerful economy exists in which the disposal in-
dustry resists clean energy alternatives because it would put them out 
of business. Yet the freighters only make a profi t by dumping the waste 
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into regions of space without regard for the species who live there and 
whose existences are threatened by such industry. Pollution, even in the 
twenty- fourth century, it seems, remains a strong negative externality 
from many of our activities.

Computational- textual accessibility exhibits many signs of negative 
externalities in which the price paid does not capture the full cost to all 
actors or has an element of the sacrifi ce of others. Developing strong 
accessibility principles in digital systems comes at additional cost to 
actors who have majority embodied status (i.e., people with sight pay, 
in the increased cost of soft ware, for the facility to accommodate those 
without). On the other hand, if the profi t margin were followed without 
regulatory intervention and there were no compulsion to develop such 
accessibility, those with impairments would pay the price of exclusion 
from the use of the soft ware in question. Environments with signifi -
cant negative externalities are those that most require strong regula-
tory intervention. The balance of harm in these negative externalities 
is the ongoing battleground of disability regulation, in which the cost 
of inclusion is weighed by the fact that the benefi t is oft en displaced 
from the site of payment.

Of course, the unspoken assumption below most societal disability 
reform is that many of us could, at any time, suddenly fi nd ourselves in 
need of accessibility provision.68 Those of us with working legs are but 
one accident away from not being able to walk, the tale is told. Hence, 
the story becomes one in which the negative externality might not be 
purely external. What could be seen as an altruistic societal gesture of 
inclusion is, once again in such a model, recuperated into an individ-
ual insurance policy. The phrase “It could be you”— beloved at once of 
the UK National Lottery and the narrative of future disability— again 
moves altruism out of our digital inclusiveness practices and instead 
renders our actions merely enlightened self- interest. In this version of 
why we make digital text inclusive, we do it to serve our future proba-
bilistically incapacitated selves, in the balance of chance. Such an ar-
gument is pragmatically useful for disability inclusivity movements, 
but it also carries a damaging subtext about the reasons that we should 
act, ethically, to ensure maximal societal integration. There are condi-
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tions, aft er all, that I can say with certainty that I will never develop— 
particularly those that pertain to biological characteristics of sex— but 
this does not necessarily mean that I should not believe that those who 
do should have lesser access to any part of society. Of course, any eth-
ical system that is based solely on maximal utility to the individual 
actor might argue otherwise. However, such occurrences (sex- specifi c 
incapacities) are interchangeable enough to be substituted for illnesses 
that anybody might contract. Nonetheless, as a deontological ethical 
principle, such accommodations seem sound and part of a generous 
societal system, even when an individual gives nothing in return.

The fact remains, though, that this model of deferred personal dis-
ability is one in which disability poses an existential threat. As Harlan 
Hahn put it as far back as 1988, “Probably the most common threat from 
disabled individuals is summed up in the concept of existential anxiety: 
the perceived threat that a disability could interfere with functional 
capacities deemed necessary to the pursuit of a satisfactory life.”69 The 
problem with such a construal is that it leads to an avoidance of think-
ing about disability, rather than any active empathy or engagement. 
As Elizabeth F. Emens notes, “The fact that disability could happen to 
anyone does not, however, mean that nondisabled people will relate to 
disabled people, or disability rights, with empathy.”70 Indeed, because 
it can pose such a threat, the easiest path is also to withdraw from the 
mirror of one’s own disabled future. If you do not like what you see in 
the future, the easiest thing is to stop seeking to view it in the present.

Digital- textual interfaces that focus on disability, therefore, also 
act as dark glasses for a future that people may not wish to confront. 
There is a good reason that most accessibility settings have, tradition-
ally, been buried deep within layers of control panels, out of the reach 
of majority embodied users. To be reminded that people interact in 
diverse ways with soft ware and digital text, based on a diversity of 
body types, abilities, and impairments, is an oft en- unwelcome prompt 
of a speculatively less able future. Of course, it should not be thus. It 
would be far better for the lesson here to be that, should one require it, 
soft ware will accommodate your future needs.
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Given the continued pervasiveness of visual metaphors in Micro-
soft ’s (and others’) computational systems, there are serious questions 
to be asked of the inclusivity of our text editing and playback environ-
ments. Yet, if the metaphors do not hold, then, perhaps, visual meta-
phors are not actually visual. Since when did anybody gain a clearer 
Outlook on the world through their email client? There is, though, a 
certain nihilism in taking this view: the conclusion becomes that it 
doesn’t matter whether our terminologies are inclusive because, well, 
the metaphors don’t work like that anyway.

Perhaps we should, then, abandon the idea that metaphors of interface 
design are supposed to make our systems easier to use by providing 
reference points in reality. Instead, we could view our naming termi-
nologies as being as capricious as any other. As Ferdinand de Saussure 
pointed out a very long time ago, there is no relationship between the 
term “tree” and the object to which it refers.71 There is no tree- likeness 
in the word “tree” and there is very little window- likeness in digital 
windows. The arbitrariness of the sign is as strong in our digital sys-
tems as it ever was in nature, but we have misunderstood the role of 
apparent metaphor in allowing us to intuit digital operations. Between 
the poles of a forensic attention to materiality and the absolute abstrac-
tions of total metaphor sits a space of contested value where we seek to 
understand how language shapes our interaction with technologies.72
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S E V E N

L I B R A R I E S  A R E  A S S E M B L A G E S  O F 
R E C O M B I N A B L E  A N X I E T Y  F R A G M E N T S

A N  A G E -  O L D  I N T E R V I E W  TA S K  F O R  programmers consists of the following: 
Set a moderately complex, intermediately diffi  cult algorithmic problem. 
Observe the candidate undertaking the task over a set time period. The 
result of the test is appraised, though, not wholly on the resulting code 
at the end. Rather, there is a behavioral assessment: Did the candidate 
try to reinvent the wheel and write their own code to solve the problem, 
or did they download and use a robust existing library of code to do the 
job? The desired behavior in most situations is the latter. Technological 
corporations do not want programmers who rewrite code that already 
exists, and technological blogging sites are replete with articles titled 
“Coding is 90% Google Searching” or similar.1

Yet what is this textual metaphor of the code “library”? In common 
technological usage, it refers to a framework of existing computer code 
that can be redeployed within multiple new contexts. An example of this 
might be a fragment of code that converts a decimal number (say, 15) to 
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a hexadecimal representation (F). There are several contexts that might 
require such a code fragment, and it does not make sense to rewrite the 
code to do this every time. Hence, we have libraries— another textual/
bibliographic metaphor— from which one can “borrow” code. Many 
programming languages also come with a “core” library of common 
functions to speed development and seed good practice.

Librarians, Paul Gooding and Melissa Terras tell us, have used met-
aphorical structures “to describe library concepts since the nineteenth 
century,” and the digital age is no exception. With particular resonance 
with the work in this book and harking back to my introduction, Good-
ing and Terras specifi cally focus on the uses to which Borges’s Library 
of Babel and the historical Library of Alexandria are put.2 Of course, 
the perennial question of this work remains, Are not all concepts ex-
plained through metaphor in some ways? Certainly, as Joan Giesecke 
argues, libraries have been sites of imaginative and metaphorical tussle 
for well over a century now.3 Catherine Kennedy’s probing, therefore, 
of “the signifi cance of this sheer breadth of metaphors surrounding the 
library” may, in fact, just be a more general feature of every domain 
of human endeavor.4 Nonetheless, as the historical shape of libraries 
gained a foothold in the public imagination, Robert F. Nardini argues, 
“metaphor was not only a way to describe the role of the library but 
also a way to explore possibilities, even a way to imagine possibilities 
in the fi rst place.”5 Some commentators have even gone so far as to 
argue for the damaging inappropriateness of the metaphor of the “dig-
ital library.” For instance, Mark S. Ackerman contended, as far back as 
1994, that the use of this metaphor “constricts our understanding of 
social reality, and in doing so, may eventually change the social reality 
itself,” since the metaphor of the “digital library” is built on a specifi c 
set of utopian assumptions about what a “library” is in the fi rst place.6

As Stuart Lawson has recently charted, however, and as is well 
known within the discipline of library and information science, the 
histories of “libraries”— and their terminologies— are complex and po-
litical. As with the early internet, these histories oft en do not live up 
to the utopian idealization of what a “library” might be, and the eco-
nomics and geopolitical entanglements are many.7 For instance, early 
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libraries were oft en subscription based, and the idea of open public 
lending was far from the original conception. Further, class structures 
in the history of libraries meant that ideas of self- improvement for the 
working classes— yet imposed by the ruling classes— led inexorably 
toward the neoliberal self- made and self- bettering subject. Finally, li-
braries built overseas in the era of the British Empire, in particular, 
attempted to educate colonial subjects in a patronizing and top- down 
fashion. Libraries are far from the purely benefi cent entities that they 
are oft en made out to be.

These histories and terminologies, investigated in this chapter, have 
implications for our understanding of code libraries.8 The analysis here 
focuses on three metaphorical breakages within the concept of the code 
library that have been key to the nondigital understanding of libraries: 
borrowing, learning, and improvement. It is also worth stating upfront 
that there is a fourth category that underpins all the remarks herein: 
compatibility. The genericity of a library determines with which par-
ticular code it may or can work and the limits of its interoperability. 
Whenever we speak of code libraries, we need to know with which code 
or language a particular library will work and, by extension, with which 
it will not. If libraries are idealized as spaces of universal borrowing and 
lending, their digital code equivalents are, from the very start, prede-
termined only to work with specifi c technologies in specifi c contexts. 
A Python library will not play nicely with one written in Java, without 
a heavy interface. It may even be the case that a Python 3.11 library will 
not interoperate with a Python 3.6 library (and certainly not Python 
2.x). From the very start, computational code libraries are defi ned by 
their parameters of exclusion.

On the concept of borrowing, this chapter highlights for one last 
time the nonrivalrous nature of “borrowing” in the digital context 
while also tracing the history of (non)lending libraries, on- site access, 
and subscription- only libraries. On the matter of learning, this chap-
ter examines the fact that code libraries oft en actually obscure their 
contents from the “borrower.” An oft - repeated example of this is the 
adage that a programmer should not “roll their own cryptography” but 
should always instead use an extant audited library. However, in so 
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doing, this act of borrowing means that very few coders ever learn how 
to produce reliable cryptographic functions. Finally, on ideas of societal 
self- improvement, this chapter highlights the contradictions in future 
libraries of code, such as Stack Overfl ow, which rest on the principles 
of competition and economic productivity.9

This chapter also, by necessity, implicitly deals with the nature of 
code as opposed to other forms of textual production. Rooted in histo-
ries of performative utterances and following recent work by Caroline 
Bassett, Wendy Hui Kyong Chun, and David Berry, the libraries with-
out books to which this chapter turns are more akin to magic incan-
tations, summoning spells of esoteric knowledge, enmeshed in broken 
metaphorical tropes that reenforce a false history of the contemporary 
library.10 Code is a specifi c type of textual production, with performa-
tivity at its core. It is both subject to all the same strictures of inter-
pretation as other forms of language but also deterministically free of 
such ambiguities.

Borrowing
Public libraries are constructed within a nostalgic, imaginary frame-
work that bears little resemblance to the ground history from which 
they are constituted. Libraries are oft en posited, in the public imagina-
tion, as timeless institutions that are free from most knowledge politics 
and that exist in an only- ever benign relationship to their clientele. 
The global situation for libraries is also oft en homogenized. It is easy 
to envisage that libraries fulfi ll the same function, worldwide, at all 
times. This could not be further from the truth. In reality, libraries 
have at times, for example, served colonial ends and taken a multitude 
of forms. The idea of the free public library— a symbol of Enlighten-
ment knowledge, funded by the national welfare state— is actually a 
relatively recent invention rather than an unchanging reality.11 This is 
not to say that utopian and idealistic takes on libraries have not formed 
part of their history and altered their material courses— far from it. But 
it is to note that libraries have oft en served very diff erent ends to this 
imagined construct and that they are embedded deeply within political 
structures.
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The fi rst historical point to make is that libraries have served diff er-
ent communities at diff erent times in their histories. The notion that all 
libraries existed to serve the “general public” is erroneous. Indeed, even 
the term “public library” is contested. In the seventeenth century, for 
example, the phrase “public library” denoted a library that was funded 
either by endowment, by subscription, or by institutional affi  liation.12 
Subscription libraries, in the United Kingdom, lasted until approxi-
mately the middle of the twentieth century, when they were then over-
taken by the new meaning of “public library”: a space where anybody 
could consult or borrow works, free of charge.13 This was highly depen-
dent upon the political climate changing at this point to support the 
idea of a robust public service infrastructure underwritten by the state 
through taxation in the postwar period. In the twenty- fi rst century, 
the subscription library does persist. Prominent examples include the 
Providence Athenaeum in Rhode Island and the London Library  in, 
unsurprisingly,  London. Although the latter is now open to anybody 
who can pay an annual subscription, earlier members required spon-
sorship to obtain a reader’s pass, thereby limiting access not only on the 
grounds of fi nance but also through social connection.14

The term “publicness” fi nds itself placed under the same kind of 
retroactive linguistic demands as “openness” in the digital age, which 
can lead to a set of questions about the place and labor of publish-
ing. A good question: How did “open” in the library and information 
space come to mean “freely available” and “allowing reuse beyond the 
bounds of conventional fair use/fair dealings in copyright law”? Orig-
inally, “open stacks” meant that works were “open” for consultation 
by readers themselves and did not require a librarian to fetch the titles 
from the bowels of the institution on behalf of the patron. When dig-
ital technologies made texts instantly copyable— a perpetual refrain 
of this book— the understanding of what we pay for changed. An un-
realistic erasure— and devaluing— of textual and publishing labor is 
central here, with proponents keen to enact a politics of austerity on 
publication cultures.15 It is in this space that we see two confl icting 
political agendas at war. On the one hand, those who seek the free, 
online dissemination of scholarship and other forms do so within a 
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context of socialistic sharing— a background in communistic cultures 
of information freedom.16 On the other hand, there is a “neoliberal” 
current that runs through such thinking.17 In this current, publishers, 
it is claimed, “do nothing” and can be automated out of existence in the 
name of effi  ciency and cost savings.

These storms have long been brewing in scholarly publishing cir-
cles. Open access— the dissemination of scholarship without cost to 
the reader— was billed as the simultaneous savior of library budgets 
and lack of access.18 But these two sides of the phenomenon are not by 
necessity bedfellows. It is possible to achieve open access and for it to 
cost more. And it is possible to run nonopen publishers that have slim-
mer profi t margins than we see from scientifi c megapublishers today.19 
There is also a problem with the argument that open access will save 
money for academic libraries. If academic libraries stop paying because 
there is no longer an access gap, then the labor of publishing will dry 
up, and it will incentivize nonopen access publishing. That is, if academic 
libraries pursue the logic that everything should be open, but they do 
so to stop paying for the labor of publishing, rather than because they 
believe that work should be accessible, then there will be no publishing 
labor to perform the intermediary tasks of publishing.

What are those labors? Michael Bhaskar has framed these activi-
ties as “fi ltering, framing, and amplifi cation,” and they cannot easily 
be wished away into the land of technology.20 They are in part social 
functions, even when they are fl awed. That is, the “framing” that a 
publisher provides is not necessarily of sound framing value, but it can 
be socially conferred. That a book is published by Oxford University 
Press (OUP) or similar may confer a certain level of prestige. But on 
what basis does that rest? Other publishers are able to draw on the same 
pool of peer reviewers, for instance. However, the cultural cachet that 
OUP can provide, as just an example, is out of proportion to that review 
process. This is because it is assumed that a publisher such as OUP will 
be the fi rst port of call for most manuscripts, with academics seeking 
to leverage the maximum symbolic- economic benefi t for their careers, 
premised on a scarcity correlation (a high rejection rate).21 Hence, as a 
result, it is presumed that their selection procedures will allow them 
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to choose to publish only the very best work and to pass the remainder 
on to other publishers.

There are many reasons to believe this view to be mistaken. As I put 
it with a collection of coauthors recently: “Do researchers recognize ex-
cellence when they see it? The short answer is no.”22 Adam Eyre- Walker 
and Nina Stoletzki, for instance, show that researchers are poor at pre-
dicting the impact and future value that a piece of work will have.23 
Other studies have consistently shown that novel work is systematically 
undervalued in citation counts.24 Work that was previously accepted for 
academic publication was oft en rejected when it was resubmitted as 
part of an experiment.25 There is a poor relationship between researcher 
ratings in grant appraisals as opposed to subsequent productivity.26 Yet 
we continue to insist that our selection processes are sound, even in the 
face of empirical evidence to the contrary.

To get back to libraries and labor, though, it is clear that the dig-
ital space has upended the conventional economics of publishing 
scarcity. When the nonrivalrous digital space creates unlimited abun-
dance, but there is still publishing labor to be paid for, we return to 
the virtual commodity fetishism that claims that we are “paying for 
the PDF” rather than for the time of the publishing labor. Actual li-
braries in the twenty- fi rst century fi nd themselves caught and pulled 
between various confl icting demands here. On the one hand, all but 
national deposit libraries have found themselves frequently having to 
de- acquisition titles.27 This is especially the case when the items are 
physical.  The collections of the British Library, for instance, use over 
746km of shelf space.28 With digital proliferation— and new print- on- 
demand technologies— the infi nite replicability of the electronic space 
spills over into real- world collection hell.

The seemingly obvious solution is for libraries to “go digital.” 
Surely, the logic goes, it must be possible for a library simply to allow 
one user at a time to “borrow” a digital text. This technology is called 
controlled digital lending (CDL), and it is highly contentious.29 In con-
trolled digital lending environments, digital items are made scarce, 
and only a specifi c number of users may “check out” an item from the 
library at any time. It is the equivalent of saying that an item has been 
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loaned to another user and, before it can be checked out again, it must 
be “returned.”30

Controlled digital lending catches fl ak from all ends of the politi-
cal spectrum. For the hard- core copyright abolitionists, and even for 
the more moderate voices of open access, controlled digital lending 
is a problematic implementation of digital rights management (DRM) 
technologies that hinders end- user reuse. Criticisms of DRM have 
been ongoing for several decades and across many axes. Perhaps the 
staunchest of the critics has been the Electronic Frontier Foundation, 
which highlights the widespread privacy and legal concerns around 
these practices.31

Before delving into why this is signifi cant, it is worth briefl y high-
lighting how DRM for controlled digital lending works. If libraries were 
simply to provide end users with a fi le that they could download, in 
an open and standardized format, it would be easy to copy this fi le to 
someone else and for them to be able to read it. This could be benefi cial 
for knowledge and education. However, under controlled digital lend-
ing, a user can only read the fi le when they have offi  cially checked it out 
of the library and are the authorized user. This is usually achieved by 
cryptographically encoding the downloaded fi le and then authorizing 
only specifi c soft ware to decrypt the document. Thus, DRM requires 
an end user to have a specifi cally compatible client (causing problems 
for those using less common and open- source desktop operating sys-
tems, such as those based on Linux) and for the user to be willing to 
run this code on their machine. This can sometimes have implications 
for digital accessibility, as covered in the preceding chapter, as screen 
readers and other assistive technologies cannot easily interact with 
these DRM delivery vehicles.

Perhaps most importantly, though, as the EFF points out, “DRM sys-
tems can’t protect themselves,” and “they require ‘anti- circumvention’ 
laws to silence researchers who discover their fl aws.” Such anticircum-
vention legislation has been used to “silence and even jail researchers 
who embarrassed entertainment companies and DRM vendors with 
revelations about the failings in their systems.”32 To return to the ex-
ample at the beginning of this book, this leads to a situation in which 
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certain numbers are deemed “illegal” because they represent the cryp-
tographic decryption keys of DRM systems. For instance, a United 
States District Court of New York ruled that it was against the law to 
circulate the number that is used to decrypt high- defi nition DVD and 
Blu- Ray discs, the so- called AACS encryption key.33 Quite simply, this 
made a specifi c number “illegal” for what it could theoretically do (and 
returns us to the discussion of πfs at the start of this book).

More specifi cally, however, creating soft ware that can circumvent 
the provisions of controlled digital lending violates the Digital Mil-
lennium Copyright Act (DMCA) and similar equivalent provisions 
in multiple jurisdictions. This causes some interesting frictions with 
free speech laws in the United States, because soft ware is written in 
human language (usually, but not always, English).34 In this sense, there 
are ways in which soft ware can be considered speech and expression. 
Hence, DRM systems might then be considered to infringe on princi-
ples of free speech that are enshrined in the US constitution.

Yet this is not straightforward, as the Harvard and Carnegie Mellon 
legal scholars L. Jean Camp and K. Lewis argue: “Unlike all other forms 
of ‘speech’ computer source code holds a unique place in the law: it 
can be copyrighted, like a book and it can be patented like a machine 
or process.”35 As Camp and Lewis continue: “A foundation of our ar-
gument is that source code is speech. Notice we make only this claim 
of source code, not of any other forms. Computer soft ware written in 
higher level languages can take two forms: source code and object code. 
Source code is the human- readable form of a program before it has 
been compiled (the process of turning the source code into object code). 
Object code is the binary or computer readable version of the same 
program aft er being compiled— object code is not human- readable.”36 
This distinction is curious and does not hold in every circumstance. 
Some forms of programming practice, for instance, exploit the mecha-
nisms of compilers to create object code that behaves in inventive ways 
that were unintended. Computer viruses and exploits, for instance, fre-
quently mutilate code at the object/compiled level, sometimes even mu-
tating their own program in- memory. It is also the case that a skilled 
decompiler can translate back from object code into a human- readable 
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form. A rigorously held distinction between supposedly unreadable 
object code and human- readable higher- level source code is a prob-
lematic divide.

The DMCA, which outlaws some soft ware, places limits on free-
dom of expression in the digital space. Specifi c forms of linguistic ex-
pression, in the shape of code that circumvents copyright protection, 
are made illegal by the systems that enforce controlled digital lend-
ing. Of course, we accept all kinds of curbs on freedom of expression/
free speech all the time. Free speech cannot be wholly unfettered in 
a decent or civilized society because some forms of speech are also 
speech acts and, therefore, violence. Those that direct people to murder 
others and that have a performative eff ect are outlawed. The question 
is whether the performative speech acts of soft ware, when dealing with 
cryptographic routines for implementing DRM, are commensurately 
serious as “incitement to murder.”

That the primary outlawed form of soft ware speech concerns cryp-
tography brings with it concerns around national security. Specifi cally, 
the export of cryptographic libraries from the United States has a long 
legal history, even as experts in the fi eld, such as Whitfi eld Diffi  e (one 
of the pioneering creators of public- key cryptography), decry such re-
strictions and refer to them as “Cold War relics.”37 Indeed, the classi-
fi cation of specifi c forms of soft ware speech as “munitions” led to a 
coordinated campaign that sought to expose such dealings as nonsense. 
A particularly prominent example was the Cypherspace munitions 
T- shirt. The shirt contained a representation of the RSA encryption 
routine, written in the Perl programming language, and declared that 
“this shirt is classifi ed as a munition and may not be exported from the 
United States, or shown to a foreign national.”38 The disjunct here, of 
course, works by the contrast of a T- shirt with weaponry. Woodie Guth-
rie may have scrawled on his guitar that “this machine kills fascists” 
(while Tom Morello opts for “Arm the homeless”), but guitars have not 
yet been outlawed for export from the United States.

Controlled digital lending, relying as it does on public- key cryptog-
raphy to enforce time- sensitive DRM decoding routines, fi nds itself em-
broiled in the geopolitical controversies around export routines. Digital 
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libraries’ ability to “lend” texts depends upon cryptographic routines 
that are mired in international security controversies and debates about 
the limits of free speech (let alone fair use copyright doctrines). Yet 
the fact that it is cryptography that is at play, here, transitions us into 
thinking about other types of “libraries” and the ways in which such 
functions are implemented.

Cryptography, in the twenty- fi rst century, is a highly specialized 
fi eld of endeavor that requires an in- depth understanding of multiple 
mathematical fi elds. For instance, elliptic- curve cryptography requires 
comprehension of the algebraic structure of elliptic curves in so- called 
fi nite/Galois fi elds. By contrast, RSA public cryptography uses the dif-
fi culty of the prime factoring problem as its trapdoor function. (A trap-
door function is a mathematical problem where an operation is easy to 
execute in one direction but very diffi  cult to reverse. For instance, it is 
easy to multiply two large prime numbers together, but it is very hard, 
when given the result of that, to say what the original two numbers 
were.)39

The temptation, when moving to implement some form of applica-
tion security in a soft ware environment, is to write the system yourself. 
Aft er all, the seasoned programmer might reason, How hard can it be? 
Yet, in the world of computer security, “asking why you should not roll 
your own crypto is a bit like asking why you should not design your own 
aircraft  engine,” as Runa Sandvik put it. “The answer,” as she framed 
it, “in both cases, is that well- studied and secure options exist. Crypto 
is hard and I would rather rely on encryption schemes that have been 
studied and debated than schemes that are either secret or have yet 
to receive much, if any, attention.”40 For this reason, cryptography is 
commonly bundled in the standard codebase of major programming 
frameworks. Of course, these bundles are called֪.֪.֪. libraries.

Shared libraries for cryptography embody a diverse set of confl ict-
ing principles. Most prominently, they are an example of Linus’s law: 
that “given enough eyeballs, all bugs are shallow.”41 In other words, the 
more people who have looked at a specifi c piece of code, the less likely 
it is that that code will contain errors, or so the theory goes. There are a 
few challenges with this theory, though. For one, supply- chain attacks 
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on open- source soft ware have become ever more common, and there is 
no guarantee that these will be spotted before they end up in a shared 
code library. A good example of this anxiety can be seen in the fact 
that the University of Minnesota has been banned from contributing 
to the Linux kernel aft er researchers attempted to smuggle malicious 
code into the project.42 The researchers claimed that their work was de-
signed to test the security protocols and review processes of the Linux 
kernel project.43 However, those dedicating their time to building an 
open- source operating system that is free to all did not take kindly 
to being guinea pigs: “I suggest you fi nd a diff erent community to do 
experiments on,” they said.44

There is a diffi  cult balance to strike here. On the one hand, testing 
the security mechanisms that are in place in a widely used open- source 
operating system seems a sensible precaution. The world’s computing 
systems depend on Linux, as does every Android smartphone. By some 
measures, it is the most widely run operating system on the planet. 
Knowing that it is diffi  cult to smuggle malicious code into the Linux 
kernel is important. Penetration testing by external, good- guy actors 
is a much better situation than malicious agents getting away with it.

On the other hand, most of the programmers who work on Linux 
dedicate an enormous amount of their own free time to the project. Many 
are paid to work on the operating system, but others do so simply for the 
sake of improving a public good. To experiment upon these people and 
to compel them to use their free time to evaluate security threats that 
have been concocted by university researchers (who will, themselves, 
benefi t from publishing the results) is mean spirited. It is clear why this 
so irked many who work on the Linux kernel. It is also obvious that this 
debacle highlights tensions around Linus’s law and its ability to mitigate 
supply- chain attacks against open- source soft ware projects.

Further, in the cryptographic library space, there are even more 
challenging aspects. The Dual_EC_DRBG implementation of elliptic- 
curve cryptography has been shown to have very serious problems with 
its mathematical integrity. Specifi cally, an attacker who knows various 
constants pertaining to this curve’s description can, with just a small 
amount of collected data, decrypt any stream. That this curve was pro-
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posed by the USA’s National Security Agency (NSA) leads only to more 
conspiratorial anxiety. In this particular instance, cryptographic ex-
perts such as Bruce Schneier note that this “backdoor” was “public, and 
rather obvious.”45 Yet to the layperson, this vulnerability was anything 
but obvious. It was a complex theoretical mathematical backdoor, and 
even someone with years of programming experience, but who was not 
a mathematical cryptographic expert, would have been hard- pressed 
to notice it.

This is all to say that the “wisdom of crowds” is dependent upon 
there being expertise in the crowd. The security of cryptographic li-
braries is not dependent merely on many eyes making bugs shallow 
but, rather, on specifi c knowledgeable eyes conducting expert review. 
Indeed, the fact that hundreds of ignorant eyes could not spot what 
one mathematically trained mind might see in cryptographic security 
calls into question issues of distributed trust in open- source libraries.

Kathleen Fitzpatrick has drawn attention to this aspect of fi lter-
ing in the context of academic peer review, where she notes that “the 
most important thing to have information about is less the data that is 
being fi ltered, than the human fi lter itself: who is making the decisions, 
and why.”46 Hence, while the actual grounding of Linus’s law might be 
that “with enough eyeballs, you are likely to have informed eyeballs 
in your crowd,” this thinking steers us away from some of the more 
radical internet text propositions of recent years. The most obvious of 
these is Wikipedia, which both provides the counterexample but also 
“just works.” Wikipedia is, of course, a classic example of a Linus’s 
law– type project. Its fundamental principle is that with thousands of 
volunteer editors looking at the site every day, someone, eventually, is 
bound to spot and correct errors. Indeed, for the most part, Wikipedia 
has emerged as a reliable repository of information, the place on the in-
ternet to which almost everyone  journeys when they fi rst wish to learn 
about a topic.47 Yet Wikipedia is also subject to supply- chain attacks. 
It is perfectly possible for malicious actors to slip small fragments of 
untruth into articles, particularly in spaces that receive less attention. 
It is also true that a small minority of Wikipedia editors produce the 
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majority of persistent content.48 As a result, Wikipedia is actually less 
diverse in its eyeballs than might be assumed.

The same can be said of cryptographic libraries. There is a rela-
tively small cohort of mathematicians/computer scientists with the 
cross- domain knowledge to produce reliable pseudorandom number 
generators, for example. Trust and authority are, therefore, vested in 
such individuals— and, curiously, style and affi  liation play a large role 
in the level of trust that is decanted into such people.

Perhaps the best example of this in recent years is Moxie Marlin-
spike. Marlinspike is the author and inventor of the Signal cryptographic 
protocol and library, which forms the core of many contemporary end- 
to- end encrypted messaging systems, such as WhatsApp and Facebook 
Messenger. So, why should we trust Marlinspike as a cryptographic 
expert? Apart from his impressive publication record and invitations 
to speak at major information security conferences, such as Las Vegas’s 
prominent Black Hat event, Marlinspike has also struggled with travel 
in the United States.49 In 2010, for instance, Marlinspike was detained 
for several hours by border agents who searched his laptop and cell-
phones.50 Such interventions by law enforcement give some confi dence 
that the cryptographic libraries that Marlinspike has developed are not 
breakable by the US government, unless the whole thing is an elaborate 
double bluff .

The network of trust that this antigovernment sentiment engenders 
is complex and tangled. For those who take this at face value, Marlin-
spike clearly poses a threat to the US government’s surveillance sys-
tems. That he has been detained multiple times is proof, for many, that 
his work is suffi  ciently robust as to cause disquiet to law enforcement 
agencies who are unable to break his systems. Conversely, depend-
ing on how paranoid one wishes to become about this, it is perfectly 
possible to believe that such detentions were staged in order precisely 
to engender such trust. What better way could there be to persuade a 
population that distrusts the government of your own trustworthiness 
than to be detained by the government? This is, of course, the central 
problem of cyber libertarianism: the very thing that can build trust can 
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also be pulled together into a new conspiracy, where every layer is just 
another ploy to destroy such trust.

This case study of cryptographic functions gives us the central tenet 
of reusing code from libraries. Essentially, their use relies on systems 
of belief and trust. Trustworthy libraries of code, in the paranoid world 
of information security, do not come about because many eyes have 
made the bugs shallow. They instead derive their authority from the 
knowledge that trusted expert third parties, without vested interests, 
have vetted their procedures. Open source can help with this and may 
even be a necessary but insuffi  cient prerequisite. Yet how those sys-
tems of trust and belief are constructed is not part of any technological 
system, or even an ingrained aspect of openness, but is enmeshed in 
social relationships and organizational structures. The authority of the 
code that one borrows from a cryptographic library will be based solely 
on whether one trusts the designers and its vetters. Contrary to the idea 
that, in the digital age, all knowledge is distributed, when we borrow 
from digital cryptographic libraries, we implicitly rely on few points of 
expertise, knowledge, and trust.

Learning
The second of the areas to which the term “libraries” is applied in the 
brave new digital world could be said to be “learning.” Of course, there 
are many online repositories of text that contribute to learning in the 
old- school, extradigital sense. Wikipedia is an incredible educational 
resource. More particularly, though, a new type of library has en-
tered the twenty- fi rst century lexicon of text production and learning. 
Namely, machine learning models that have been trained on vast cor-
pora of existing texts can now produce writing that is nearly indistin-
guishable from that created by people. Certainly, at the time of writing, 
these large language models are not capable of threading together, say, 
essay- length constructions that maintain coherence. However, at the 
level of several connected paragraphs, they are frighteningly good. The 
ever- accelerating pace of success in this fi eld is also cause for alarm.

Computational writing, or “natural language generation”— a 
strange term given the unnaturalness of the process but one meant 
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to distinguish human languages from programming languages— has a 
long history. The goal of most such projects has been, historically, to 
produce text that can pass a Turing test without human intervention.51 
Such systems stretch back to 1845 and John Clark’s Eureka machine, 
which could produce Latin verses for entertainment.52 The most famous 
of such systems, though, are the chatbots that emerged from the 1960s 
onward as computational systems came to the fore.53 (Indeed, the most 
frequent deployment of these natural- language- generating systems 
still remains customer support chat environments.) Perhaps the most 
famous example from this period is the Rogerian psychotherapist chat-
bot, ELIZA, which worked primarily by repeating back snippets of the 
user’s own input.54 Other well- known systems include SHRDLU, which 
had a basic understanding of natural language propositions alongside a 
memory system; TALE- SPIN, which generated Aesopian- esque fables; 
AUTHOR; MINSTREL; UNIVERSE; and GRANDMOTHER.55

The biggest change in recent years has been the shift  from programs 
that were heuristically or algorithmically based to those that have been 
trained on large- scale libraries of text. This is a fundamentally diff erent 
technology to that used by older algorithmic chatbots.56 Previous itera-
tions of chatbots would attempt to mimic human conversation by par-
roting back snippets of the user’s own dialogue in an attempt to feign a 
conversational dynamic. The most recent iterations are also parrots of a 
kind (dubbed “stochastic parrots” by a famously critical paper) but ones 
that operate across vast fi elds of language that are irreducible to small- 
scale algorithmic implementations and that respond stochastically— 
that is, with an element of chance.57

In these new text- based language libraries, a “model” is produced 
that aims to replicate statistically the larger body of text.58 These are 
called large language models (LLMs). They work primarily on a sam-
pling basis but can operate at the word, n- gram, and character level. For 
instance, the model may contain probabilistic descriptions of the most 
likely next character to follow an S in any word (although the model 
tends to work on semantic units larger than characters). Yet because 
language is complex and polysemic, features such as “word embed-
dings” can be used to ensure that words with similar meanings end up 
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in similar representative contexts. The basis of LLM training, though, 
is that there is an input library from which a genericized statistical 
model is constructed. The model is not a one- to- one representation of 
the input data. If it were, it would be Borgesian in its scope. Instead, 
such models represent an attempt to compress the input library into 
a statistical sampling framework that can generate plausible output 
text.59

Among the most interesting aspects of these futuristic text- 
generation sampling models is that the libraries from which they 
sample carry the ghosts of de- acquisition. In the physical library space, 
as I have already touched upon, physical space requirements necessi-
tate the removal of volumes from the library. At this point, there may 
certainly remain traces of those works. Borrowing records will remain. 
The shelf space may be indented with the work’s imprint. Fundamen-
tally, though, the de- acquisition of titles in the physical (or even digi-
tal) library space generally removes that work from circulation. It is no 
longer part of the library and cannot be borrowed.

Language models, once trained, bear the perpetual weighting of 
works that were once included but subsequently removed. This is what 
Tiff any C. Li has referred to as the “algorithmic shadow,” harking back 
to my earlier discussion of shadows, color, and heraldry.60 As with the 
public- key cryptography discussed above, the reason for this is that the 
generation of AI models is a one- way process— another trapdoor func-
tion. The probabilistic weights in the model are constructed from the li-
brary, but the library cannot be itself reconstructed from the statistical 
model. As a result, as Li frames it, “when you feed a set of specifi c data 
to train a machine learning model, those data produce an impact on the 
model that results from such training. Even if you later delete data from 
the training data set, the already- trained model still contains a per-
sistent ‘shadow’ of the deleted data. The algorithmic shadow describes 
the persistent imprint of the data that have been fed into a machine 
learning model and used to refi ne that machine learning system.”61

There is, then, a fundamental question about what it means to “de- 
acquisition” a text in a machine learning model. Continuing to train 
a model with new data is not the same as retraining the model from 
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scratch, without the removed material. Training patterns tend to be 
incremental, adding new datasets (called checkpoints), although they 
can iterate over previously ingested libraries in order to reduce the loss 
function of the model (a measure of how well, or otherwise, the model 
replicates the original dataset). It is in such a context that the biologi-
cal or neural metaphor of learning comes out most strongly. Machine 
learning models are, in some ways, more akin to people and how they 
learn, although this is hotly disputed.62 Consider that a person’s learn-
ing and development also cannot be undone by the “de- acquisitioning” 
of a text. One cannot “unread” something that one has encountered, al-
though its infl uence may be forgotten and lessen over time. (One would 
say, then, that this input had less “weight” in the model.) AI models also 
have this one- way fl ow of accumulation without discard. The source 
library may decrease in size, but the trace remains in the model.

The privacy implications of such a system are nonetheless exten-
sive. Many privacy laws, worldwide, depend upon the ability of subjects 
to retract their consent. For instance, most institutional review board 
(IRB) ethics procedures at universities require all human subjects to be 
able to withdraw at any time. When models have been trained on text 
and data, with no clear way of removing the infl uence of a specifi c text, 
such provisions become meaningless. On the other hand, the question 
here also becomes one of identifi ability. In very large language models, 
it can be impossible to discern the infl uence of a single text on the 
model’s shape and predictions. In smaller datasets it may be entirely 
possible to identify the source.

A good example of this is the language model that I produced based 
on the literary studies journal Textual Practice in 2017. This recurrent 
character- based neural network was able to generate stereotypical 
Theory- esque pronouncements of the sort that one might have ex-
pected from the heydays of the 1980s and 1990s: “The series of tempo-
ral inventions of the object is intelligible only aft erwards,” the network 
told me.63 The network was also able to generate plausible (but unreal) 
citations, such as the ominous- sounding fi ctional “Slavoj Žižek, Live 
Fiction, trans. Rushdie and Jean- Luc Nancy (London: Bohestock Press, 
1994).”64 In these very domain- specifi c contexts, it is possible to return 
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to the source material and to identify likely sources of some of the net-
work’s outputs. The infl uence of Žižek, Rushdie, and Nancy, for in-
stance, could easily be picked out from the source library (and removed 
if retraining from scratch). At the larger scales of vast corpus sampling 
that underpin models such as GPT- 3 and GPT- 4, the most powerful 
and massive of recent text- generation models, it is far harder to identify 
individual input sources.65 This does not mean that a model might not 
accidentally reconstitute data that were private or otherwise secret. It 
is also the case that models at this scale are usually commercial, and 
so people’s willingness to contribute to such models may be tempered. 
However, it is also less likely, at the vast scales of GPT- 4, that the algo-
rithmic shadows will be cast in a recognizable form.

There is also a fundamental question as to whether creating ma-
chine learning models, using text sampling from libraries, constitutes 
research on human subjects. Clearly, some forms of textual representa-
tion fall into this category, while others do not. Medical records are tex-
tual representations of people that disclose details about those people. 
To conduct research on the substantive content of medical records is 
to conduct research upon people (even if not individuals). On the other 
hand, those writing about contemporary novels, for instance, would 
consider their work to be primarily a study of textuality, even though 
such literary criticism will oft en refer to textual utterances as the work 
of said author (“In this work, Eve writes that֪.֪.֪.”). This is why literary 
critical studies of living authors still do not travel through IRB ethics 
procedures, for the most part (although interviews with authors might 
be considered diff erently in some circumstances). Yet there are ques-
tions about whether, perhaps, they should. Many contemporary literary 
critical studies, for instance, are premised on showing how texts may 
subtextually harbor prejudices against various groups (for instance by 
reenforcing colonial mindsets). Certainly, we can claim that what we 
are analyzing is “the text,” but texts are written by specifi c people֪.֪.֪. 
unless they are generated by a machine. We also ascribe authorship to 
such individuals, both to hold them responsible for their words and to 
provide them with credit. Under such conditions, the line between an-
alyzing a text and analyzing a person becomes less distinct. Likewise, 
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the privacy and personal data connotations of textual machine learning 
training on human subjects will, therefore, vary hugely between the 
diff erent cases of ingest. It is also a remarkable historical curiosity, 
as Ted Underwood has pointed out, that university English depart-
ments have spent decades working on a model of writing that decenters 
authorship.66 That is, the death of the author paradigms spurred by 
Roland Barthes, Michel Foucault, and others has suddenly come under 
intense challenge in the face of machine authorship.67 The same people 
who worked for years to tell us that the author fi gure didn’t matter and 
that it was the text that counted now fi nd themselves arguing for the 
criticality of a human presence behind writing.

The copyright implications of the use of these “libraries” for ma-
chine learning are also notable. Of course, the production of models 
that have been distilled from in- copyright material would appear to 
constitute an adaptation or modifi cation of the original source. Such 
production also requires a copy of the original artifact. As Daniel 
Schönberger puts it, “ML [machine learning] hence oft en faces a fun-
damental problem since it may have as a condition precedent that one 
or even several copies are made of any work used as training data.”68 
Hence, quite apart from questions of “authorship” or whether machines 
“can write,” there are a series of “copyright law concerns,” as Theo-
doros Chiou phrases it. Specifi cally: “May protected works be used for 
machine training purposes within ML context without copyright re-
straints? Or does the use of protected works for ML purposes require 
prior authorization from rightholders of reproduction rights over the 
training works?”69

In the US context (and copyright questions always have to be 
broached within specifi c geographic coordinates and legal jurisdic-
tions), the interesting answer to these queries actually comes from a 
case covering more straightforward digitization projects: Authors Guild 
v. Google from 2019. The case stretches back to 2005, when the Au-
thors Guild of America and the Association of American Publishers 
sued Google over the use of in- copyright books in the development of 
the latter’s book search model/catalog. The library from which Google 
sampled was clearly in- copyright, and Google clearly did not own the 
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copyright to the works that it was ingesting. “Google claimed,” a con-
temporary write- up noted, “that its project represented fair use of the 
data and that its implementation was the equivalent of a digital age 
card catalog.”70

The case progressed through several levels of legal appeal (it was 
initially ruled upon in the District Circuit using the four- factor copy-
right test and then appealed to the Second Circuit and eventually the 
US Supreme Court, where it was denied a hearing). At every stage, the 
ruling went in Google’s favor. Specifi cally, the use of copyright material 
in this way was found to be transformative and fair. It was said not to 
infringe on the original market value of the ingested object, and Goo-
gle’s commercial status played no role in deciding whether the use was 
allowed. Furthermore, the rulings claimed a substantial public benefi t/
good from Google’s service, further strengthening the case here. In 
all, the ramifi cations of this case point to a broad acceptance, in US 
copyright law, of the principle that ingesting in- copyright libraries is 
suffi  ciently transformative as to pass a fair use test, so long as the in-
dividual works are not served out back to users.

It is worth a brief detour at this point, also, to consider the copy-
right status of works that have been created by a computer. In most 
jurisdictions, copyright inheres automatically when a person creates an 
original work.71 Of course, such a defi nition leaves much to the imag-
ination. Who defi nes “original,” and how does one know what quali-
fi es? It is also clear that machines and computers can be used in the 
creation of works that qualify for copyright. All digital art and writing 
would fall under this category. Yet, in February 2022, the US Copy-
right Offi  ce Review Board ruled that artworks generated autonomously 
using AI models lack “the human authorship necessary to support a 
copyright claim.”72 This is certainly a contestable claim. The model 
had to be trained, input libraries selected, and parameters set for the 
output (including so- called prompt engineering). The inquiry turns, 
really, on what level of human creative input is needed in the process 
to qualify for copyright protection. This particular ruling, additionally, 
seems only to apply to totally autonomous systems and not those that 
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have human creative input (be that in the form of prompts or manual 
interventions).73

To return to the question of the copyright status of the ingested 
“library,” there are, though, as always in legal precedent cases, unan-
swered aspects. If one of the claimed elements that justifi es this ap-
proach is that it provides a “public good,” then what happens when the 
use is private (not public) or not good (evil/bad/malicious)? It is impor-
tant to note that, in the context of appraising whether a public good 
is “good” or not, more emphasis is usually placed upon the “public” 
element than upon any appraisal of “goodness.” This in part stems from 
the challenge that “good” has a market/commodity meaning as well 
as an ethical connotation. Yet just because a machine learning model 
is public does not mean that it is “good.” Those models that amplify 
and replicate biases in the training set may be entirely the opposite of 
“good.”74 But the question of who appraises the virtue or morality of 
machine learning models is an endlessly relativistic task. The insurance 
of good in machine learning is, as a result, perhaps one that is better 
handled at the input level of the library rather than at the output level 
of appraising the model.

This is the argument that Bethany Nowviskie has been making for 
some time. In her powerful talk “Reconstitute the World: Machine- 
Reading Archives of Mass Extinction,” Nowviskie notes that machine 
learning processes will come to “involve a kind of pedagogy, and deep 
expertise not only in some problem set, area of scholarship, or subject 
domain but in data curation— in assembling and arranging collections of 
our digital cultural heritage.” Such work, she notes, “is skilled archival 
labor, not magic. If you ever needed an argument for the value and rel-
evancy of librarianship and museum and archival studies, here it is.”75

The construction of such libraries of the future, used for digital 
sampling in natural- language- generating contexts, has diff erent 
collection- building principles to those of the conventional library. In 
the traditional library context, there is a resistance to “banning books,” 
and the collection may well include works by Adolf Hitler, as just the 
most extreme example. Yet, even as the famous library theorist Sirkazhi 
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Ramamrita Ranganathan proposed that “books are for use,” it is (more 
than) questionable as to whether every book in such a library should be 
put to the use of machine learning and natural language generation.76 
We might do well to keep Mein Kampf well away from LLMs.

The main problem that fuels this dilemma— that collections tra-
ditionally have been expansive and have included off ensive material 
because we want to learn about contentious elements of history, but 
that this may not be appropriate in the new space of sampled libraries— 
quite simply comes down to framing and context. Individual works 
and specifi c areas of library catalogs can be fl agged with warnings and 
situational information. The results of machine learning processes— 
the models that come out of the training process— are devoid of such 
context. Indeed, the soupiness of such models is part of their supposed 
allure; they at once represent, but are not the same as, their input li-
braries. However, this makes for a dangerous situation in which we do 
not understand the relationship between input and output— a circum-
stance where hateful discourse may be generated without context as to 
how it was selected as an input.

It is also not clear that all the archival labor in the (usually, devel-
oping) world will be enough to provide the careful curation to which 
Nowviskie and others gesture as automatically generated text prolif-
erates.77 Machine learning models tend to perform best under one of 
two conditions: fi rst, with a very structured and well- ordered dataset, 
and second, as an alternative, on very, very large unstructured data-
sets. The former is a possibility. It would be feasible for Google, for 
example, to dedicate vast amounts of labor to the aforementioned cu-
rational activities. However, Google’s preferred technique is to throw 
vast amounts of data at the model hoping that, in aggregate, this will 
act as its own type of curation. In other words: the hope is that models 
can train themselves at such a point. However, the eff ects of this are 
unknown, although there are suspicions that such a cyclical process, 
in which the model labels material and then reingests it, will simply 
amplify existing errors and biases in the corpus.78 In such a case, as 
Safi ya Umoja Noble has shown us, the training corpus will contain, 
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among other undesirable traits, racist, gender- discriminating, ableist, 
and homophobic works, which would then be multiplied.79

Google argues that its models and searches are merely a refl ection 
of the content of the World Wide Web. Noble argues, by contrast, that 
corporations such as Google have an ethical responsibility to curate the 
material that they ingest and to ensure that content adheres to a set of 
shared ethical principles. In many ways this is simply a contemporary 
rehash of classical debates around moral relativism. That Google and 
other big technology companies working in the AI/machine learning 
space should be on the side of such relativism, in spite of ethical con-
sumerism movements, is hardly surprising.

Indeed, the perceived threat from AI is such that various ethical 
movements have arisen to attempt to counter it. Perhaps the most ques-
tionable of these “ethical” movement is “eff ective altruism,” which has 
sprung up in the past few years and gained adherents from within Sil-
icon Valley tech cultures.80 This movement attempts to think through 
how best to distribute resources within an environment in which there 
will be many more living people in the future than there are at pres-
ent. At its most dangerous, the movement implies that the truly ethical 
choice is to help many more speculative (unborn) people in the future 
than it is to address suff ering in the present.

One of the ways in which so- called longtermism aims to improve 
the future is by the aversion of global catastrophe. Among the exis-
tential threats that longtermism counters is the “artifi cial intelligence 
(AI) singularity.” This singularity refers to the idea that at some point 
a general AI may become self- aware and self- replicating, launching an 
attack on humanity.81 This is, of course, a long- standing trope of sci-
ence fi ction disaster movies, most notably, perhaps, of The Terminator 
franchise, with its AI, Skynet. However, it is not merely fi ction. Google 
has, in the very recent past, fi red researchers who have tried to blow 
the whistle about the sentience of the AIs that it is developing.82 Right 
now, senior soft ware engineers working on AI are raising the alarm. 
Some of them believe that we are already at the point of self- awareness 
within these technologies.
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One of the fi rst upfront points to make here is that this idea of a sin-
gularity also relies upon the idea of artifi cial general intelligence (AGI). 
This AGI is, in such an imagined scenario, a synthetic agent capable 
of generalizing its intelligence to any end. This stands in contrast to 
the current crop of AI agents, which have very specifi c tasks (in some 
ways). For instance, some AIs specialize in generating text (the “natural 
language generation” of this chapter), while others can create images or 
videos. At the moment, there is no AI that could be asked simply to “go 
out and get a job” that would perform the task adequately.

However, it is worth noting two points. The fi rst is that in some 
senses, AIs are veering toward generalizability because they operate 
through language. AIs that generate images from prompts translate 
across metaphorical spaces, transposing from one domain to another. 
In some senses, their language model is close to “general.” The second 
point, though, is that the threat to humanity needn’t come from a gen-
eralized AI. One of the most common ways of training contemporary 
AIs is through reinforcement learning methods. In these systems, the 
machine seeks “rewards” for achieving its task in ever- better ways.

Of course, one way that the machine might be thwarted in its at-
tempt to derive rewards is if a human operator stops the process. An AI 
could discover, quite by accident, that injuring or killing a human op-
erator could be a good way to ensure its continued pursuit of reward.83 
By this stage, of course, we also now veer into the overly clichéd realm 
of Asimov’s laws of robotics, which are designed to protect against such 
occurrences, even while the laws cannot be applied in a straightfor-
ward way, as they can come into confl ict with each other.84 It is simply 
not the case, then, that we require an AGI for singularities or harm 
to humans— merely a reinforcement algorithm that doesn’t require 
human nonharm. Nonetheless, the threat of an AGI singularity both 
haunts and motivates AI research.

Hence, simultaneously, we have a philosophy that is prevalent in 
Silicon Valley that apparently knows of the danger of AI overreach 
even while Silicon Valley’s corporations pursue the apocalyptic end-
game that they say they wish to avoid. As Alex Blechman humorously 
phrased it on Twitter: “Sci- Fi Author: In my book I invented the Tor-
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ment Nexus as a cautionary tale / Tech Company: At long last, we have 
created the Torment Nexus from classic sci- fi  novel Don’t Create The 
Torment Nexus.”85 When you explicitly fi nd yourself having to declare 
that your robots will “not overpower humans,” as recently did Elon 
Musk, it is possible that your entire research direction is misguided.86 
There is something about the supposed irrepressible march of knowl-
edge that drives such logic. Under such a rationale, inventions such as 
the nuclear bomb were always inevitable because it is always wrong 
not to seek to know more. Epistemological expansionism of this sort 
becomes a means of legitimizing any and all pursuit of knowledge, even 
when one knows that the outcome might well be catastrophic for the 
entire planet.87

The most serious historical challenge to such epistemological ex-
pansionism is embodied in the debates around the aforementioned 
development of the atomic bomb. Certainly, while science created the 
conditions for the weapon, most accounts seek to separate the decision 
to wield the weapon from the underlying pursuit of knowledge, ability, 
and truth. This was, of course, a distinction with which Robert Oppen-
heimer struggled his entire life, justifying his involvement by profess-
ing that “it is a profound and necessary truth that the deep things in 
science are not found because they are useful; they are found because 
it was possible to fi nd.”88 Such a clean separation of powers is a histor-
ical fantasy, though. Driven by a fear of the Nazi enemy arriving at the 
atomic bomb fi rst, Einstein and other physicists actively intervened in 
the political process, encouraging the pursuit of the Manhattan Project. 
Despite the clear and present danger to the entirety of future human 
civilization, scientists encouraged the weaponization of their “pure” 
discoveries, albeit rhetorically bent such that these planet- destroying 
weapons were positioned as saviors in Mutually Assured Destruction.

Of course, there is another level to this. While the atomic bomb was 
pursued in a wartime context, the makers of AI systems today have a 
commercial imperative. By playing into science fi ctional fears about 
killer AIs destroying humankind, they imply that their technology 
has immense power, one that can be wielded for good or evil. In the 
right hands, they imply via this eschatological rhetoric, this technology 
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could transform the world for the better, even if the consequences in the 
wrong hands could be dire. As such, we should distrust some of these 
claims for the power and dangers of AI. As Emily M. Bender and Alex 
Hanna put it, “Wrongful arrests, an expanding surveillance dragnet, 
defamation and deep- fake pornography are all actually existing dan-
gers of so- called ‘artifi cial intelligence’ tools currently on the market. 
That, and not the imagined potential to wipe out humanity, is the real 
threat from artifi cial intelligence.”89

The atomic bomb is also an extreme example— the Godwin’s law 
equivalent in the ethics of science fi eld.90 It nonetheless provides a 
counterpoint to the training of AI systems and the pursuit of knowl-
edge and implementation simply because it is better to know than not 
to know. To return to the smaller scale of the present- day capabilities 
of such systems: the fi rst wall to fall will be the college- level essay. 
Within the next half decade, I rashly predict, artifi cial text generation 
will have reached enough profi ciency as to be indistinguishable from a 
well- written and well- researched undergraduate- level essay. 

Our university humanities departments are nowhere near ready for 
this shift  in assessment and what it will mean for them, despite warn-
ings from digital humanists for almost half a decade. As fi gure 9 shows, 
it is now possible to create photorealistic images of imagined scenarios 
in just a couple of minutes. How do we appraise work that has been 
cocomposed by humans and machines? However, the question then 
becomes: What are we assessing for? If we force students to work under 
timed conditions without such tools, would this be the equivalent of 
making students use a typewriter when we have already invented word 
processors? If the rest of the world is using such AI systems, then what 
would be the merit in making students work under such an artifi cial 
environment that has no bearing on the outside world? One answer, of 
course, is that learning to structure and write an essay improves your 
independent, rational thinking. The process teaches you how to argue 
a case, how to marshal evidence, and how to write correctly. Critics 
might argue that these latter two elements will soon be obsolete. If the 
machine can marshal evidence and write correctly, then why do we 
need to do so, as humans? Yet I fi nd it hard to let go of the belief that 
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we need people who can think on their feet and that structured writing 
aids such thought. That is, we need people who know how to structure 
a good, persuasive argument, as this is crucial to judgment in liberal 
democracy. Others might disagree. Why do anything that a machine 
can do on our behalf? This is where the real “takeover” or “singularity” 
might actually lurk: in the total delegation of reason and understand-
ing to machines. A world where all rationality and reasoning are out-
sourced to machine learning models, one in which the ignorant mass 
of humankind can make no decisions without recourse to the machine, 
is perhaps the most frightening endgame. This is where the current 
dangers are emerging, say, in automated hiring procedures.

FIGURE 9. Midjourney-generated artwork of a palm tree in the middle 
of the sea
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In other areas of the economy, the de- skilling (or “democratization”) 
of writing will have profound eff ects on the information- labor market. 
Traditional societal privilege has been accorded to those who can write 
and speak “properly” (that is, in a register denoting education). It is 
certainly the case in contemporary Britain that accent remains a strong 
marker of class. With the advent of LLMs, people for whom English is 
a second language or those with lower levels of literacy have suddenly 
found that they can produce text at a standard equal to Anglocentric 
information workers. Indeed, as a result, LLMs actually corrode the im-
plicit class- based assumptions of many societies, which remain based 
around writing and grammatical correctness. A world where people are 
unable to judge others simply because they do not write well— which 
is the opposite of our world today— because everybody can write with 
clarity and precision, may not be far off .

When educational and research contexts seek, then, to “ban AI,” 
this is not just an attempt to keep bad content out of the public research 
record.91 It is also a reenforcement of traditional class- based privilege in 
research and higher education. In many scientifi c disciplines, there is 
a clear separation between the research itself and the write- up of that 
research. There are two ways, in such disciplines, that AI could be used. 
The fi rst is a scenario where the AI fabricates data and then writes a 
paper around it. Clearly this would be research misconduct and fraud. 
The second is a situation where the real research has been done, by 
people, and the AI is used to write up the fi ndings. Theoretically, there 
is nothing wrong with the latter. However, it still causes deep unease in 
cultures that have become used to using language as a potential proxy 
for soundness. When the Anglosphere can no longer use suspicion of 
nonnative language as a benchmark of likely research solidity, a whole 
set of cultural assumptions collapses (not necessarily for the worse).92

Yet, underpinning these advances are questions of the library, the 
input source that will control the future of machine- generated natural 
language. Until we have thought through the implications of that body 
of work— and how it is composed— we are walking the stacks with our 
eyes shut.



L I B R A R I E S  A R E  A S S E M B L A G E S  O F  A N X I E T Y  F R A G M E N T S 241

Improvement
Do libraries make things better? Does education? What do we mean 
by “better”? The history of liberalism and education is fraught with 
a contradiction of power. On the one hand, reformers made the case 
that, for the working classes, knowledge was power. Opening higher 
education (and libraries), for example, was a way in which workers could 
become more fully engaged citizens in society. This idea of education 
was entwined with suff rage rights and the idea of universal democratic 
governance. Workers who had access to education and libraries were 
told, in the vein of Marx and Engels, that it would help them to lose 
their chains.93

At the same time, liberal education reformers in Britain in the nine-
teenth century also made the case to the authorities that education (and 
libraries) would quell rebellion. The argument here was that education 
had a normative “civilizing” infl uence that would tame the supposedly 
wilder urges of the working classes for violent overthrow. By encour-
aging people to work within systems of democratic governance rather 
than taking to the guillotine, reformers argued that the expansion of 
education and libraries would pacify the nation.

It doesn’t take an analytical genius to spot that these two urges are 
in tension with one another. They are also embodied extremely cleanly 
in the history of Birkbeck, my college at the University of London. Es-
tablished by fi ve founders— Joseph Clinton Robertson, Thomas Hodg-
skin, Francis Place, Henry Brougham, and George Birkbeck— the 
college grew out of the London Mechanics’ Institute in 1823. It has 
always been a university with liberal principles for working- class Lon-
doners (it was among the earliest British universities to off er courses 
open to women).

This was not smiled upon. The general sentiment in the early years 
of the college, as put forward by the biblical scholar Edward William 
Grinfi eld, was that “it would be far better that the common people of 
this country [England] should remain totally illiterate, than they should 
thus be furnished with tools by which they would inevitably work out 
their own and the public ruin.”94 It was also suggested, by the Saint 
James’s Chronicle, that the purpose of Mechanics’ Institutes, like Birk-



C H A P T E R  S E V E N242

beck, was the “destruction of this Empire.” Far from being the positive 
decolonizing move that we might consider this today, for the Chronicle 
it was likely that my university had been “invented by the author of evil 
himself”— the devil.95

How, then, did the college founders justify this empire- destroying, 
public- ruining idea of education for the working classes? Brougham ap-
proached this by claiming that the institution would encourage greater 
participation of the working classes in the democratic governance of 
the nation. “The more educated working people were,” Brougham 
argued, “the more capable they were of participating in the aff airs of 
Government.”96 In his view, as he put it to the workers who might bene-
fi t from this educational institution, “knowledge was power.”97 Indeed, 
Brougham was not shy of revolutionary controversy. At the college’s 
opening, he asserted that “some will tell us that it is dangerous to teach 
too much to the working classes, for, say they, it will enable them to 
tread on the heels of their superiors— (Cheers)— Now this is just the 
sort of treading on the heel that I long to see— (Laughter).”98

At the same time, though, a counterimpulse was voiced. Hence, in 
the same speech, Brougham asserted that “it is my fi rm belief that, so 
far from science being inimical, the more knowledge, the more learned, 
and the more moral, that the people become, the safer and more sure 
will the Government be.”99 On the one hand, here, higher education and 
libraries are agents of power and liberation. They are billed, to the pop-
ulations who will benefi t from them, as ladders over the political wall. 
They will give power to the downtrodden in a post- Enlightenment dem-
ocratic environment. On the other hand, when selling the idea to those 
already in power, education and libraries are civilizing infl uences that 
will ensure the working classes do not rise up against their masters. 
This is not a case of simply saying one thing to one group and another 
thing to another. It is not really as strategic as that. Rather, despite the 
fact that these ideas contrasted with one another, both stances were 
equally believed. It is a fundamental tenet of liberal democracy to want 
greater participation from all segments of society but also to want to 
curb the more radical impulses that might overthrow said democracy. 
It is, as Joanna Bourke puts it in her history of Birkbeck College, a 
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case of “asserting the radical consequences of education while simul-
taneously reassuring critics that education would stifl e revolutionary 
inspirations.”100

This doubling at the heart of liberal education reform fi nds an 
echo applying to libraries in educational, colonial, and digital contexts 
worldwide. First, of course, the library was key to institutions that pro-
fessed to educate the working classes. What is a university without a 
library? However, the structures of epistemocracy— Who has power via 
knowledge?— permeate the library setup.101 A fundamental question, 
for instance, revolves around who selects the titles that are present in 
any library. Should, for instance, Miners’ Institute libraries be stocked 
with books selected by the miners themselves?102 Or should there be 
an external subject expert who makes recommendations? Or would it 
be better if an information professional— a librarian— were in charge? 
Perhaps the actual best answer lies at the Venn- diagram intersection of 
these areas, which span questions of knowledge and power. Of course, 
this presents three relatively benign selection agencies. However, as 
the previous few paragraphs have shown, working- class education is 
enmeshed in complex political dynamics, and it is highly likely that the 
choice of material that is available in class- specifi c learning libraries 
would be subject to political interference. Banning books is one end of 
the spectrum here. A simpler set of selection biases forms the other end.

In (post)colonial contexts there is a similar level of interference at 
work from the invading colonial power. The Venn diagram of knowl-
edge selection includes a foreign government. Lest it not be believed 
that knowledge is power, one need only look at the vast expansion of 
public library systems under colonial rules that Stuart Lawson has 
so brilliantly charted (the following fi gures and analyses are derived 
from his work).103 For instance, the Dutch colonial administration in 
Indonesia created 2,500 public libraries to instill its values in the local 
population and to bolster its authority.104 Britain had a mixed history 
of using libraries in its colonies. On the one hand, Britain was respon-
sible for introducing modern public libraries to a number of countries, 
such as Ethiopia.105 In African and Asian colonies, Britain used similar 
propagandist tactics as the Dutch.106
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Yet we also see the same dual movement of liberalism, pulling in 
diff erent directions, even within the colonial context. As Lawson puts 
it, “In 1930s India֪.֪.֪. the infl uential library theorist Sirkazhi Rama-
mrita Ranganathan saw libraries as part of an anticolonial political 
project֪.֪.֪. draw[ing] a link between open access to knowledge and the 
need for wider social transformation.”107 As a result, in Lawson’s read-
ing, “although a scattering of public libraries already existed in vari-
ous Indian cities, these did not cover most of the population, and the 
movement to create a national network of public libraries (along with 
mass literacy and education) was grounded in the struggle against co-
lonial rule.”108 Hence, as with class- based educational libraries and the 
expansion of working- class education under liberal educational reform 
movements, the portrait in colonial contexts is complicated and messy 
rather than clear- cut. “Widening access to knowledge” through librar-
ies, as Lawson puts it, “has been viewed as both emancipatory and, 
conversely, as a tool for indoctrination.”109

This ambivalent discourse of improvement/indoctrination runs 
through digital library terminologies and metaphors, perhaps most 
keenly seen and felt in the framing of the “stack.” The most prominent 
help (or “improvement”) “library” for contemporary computer coders 
is a site called Stack Overfl ow. This site serves as a repository of ques-
tions and answers in which users accumulate points for answers that 
are well- sourced, authoritative, accurate, and timely. The site has sep-
arate sections for each programming language that it covers but also a 
series of network sites. These network sites— called Stack Exchange— 
branch out into areas beyond computer programming problems. Stack 
Exchange sites include areas devoted to philosophy, law, mathematics, 
economics, academic careers, and many other subjects. An evolution 
of earlier internet forum soft ware, such as vBulletin, Stack Overfl ow 
is an absolutely crucial resource for any professional (or hobbyist) 
programmer.

A nontechnical user who arrives at Stack Overfl ow may assume 
that the term “stack overfl ow” is a comment on the size of the code 
library. Aft er all, in information terminology, a stack is the space where 
the books and journals of the conventional library are stored. It is a 
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bookcase. Yet Stack Overfl ow is actually playing on a very diff erent 
defi nition of “stack,” one that comes from computer memory (and in-
formation security circles).

In computer memory, a stack is a linear data structure that sup-
ports last- in fi rst- out operations called “push” and “pop.” This sounds 
complex, but it can best be understood through part of the metaphor/
analogy to which it refers (for once). In the real world, “a stack of paper” 
can be built by taking one piece of paper, then placing another piece 
on top of it, then another piece on top of that. Putting a new piece of 
paper on top of the pile is a “push” operation. The new piece of paper is 
“pushed” to the top of the stack. If you take a piece of paper off  the top 
of the pile/stack, this is called a “pop.” In a stack, pushing a new item 
places it at the top of the stack. By contrast, popping an item from the 
stack returns the last item added. Hence, as above, in a stack system, 
the last item pushed (“last- in”) will be the fi rst to be retrieved (“fi rst- 
out”). This contrasts with other systems where the last- in can be the 
last- out (LILO) or the fi rst- in can be the fi rst- out (FIFO).

One of the most common usages of the stack data structure is to 
keep track of subroutine calls. Subroutines, in computer programming, 
work on the basis of a call- and- return model. Say I have a subroutine 
called “print” that any part of my program can call. When my code 
asks for the “print” function to be run, the code jumps to that central 
location, before returning when the “print” routine has done its job. 
The “print” function, in turn, might call other generic functions that it 
needs (such as “fi nd_printer” as an imagined example).

This type of process is best represented by a stack structure. Com-
puter functions/subroutines— the basis of all code libraries— exist at 
memory locations. When my code calls “print,” the operating system 
will usually push the calling address (the current code line) to a stack 
called the call stack. When the “print” function has done its job, it 
will pop the top entry from the stack— which points to the last code 
address in my function— and resume execution from that point. So, 
for instance, imagine that my code that calls “print” lived at a memory 
address 1234. Also imagine that inside “print,” the line that calls “fi nd_
printer” lives at an address 6543. When I call “print,” the call stack will 
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push 1234 to the top of the stack. When “print” calls “fi nd_printer,” 
the call stack will have 6543 pushed to the top. Once “fi nd_printer” 
completes, the operating system will call a “pop” operation on the 
stack, which will then retrieve 6543, which is the address in “print.” 
The operating system will then resume execution from address 6543. 
When “print” is done, it will call “pop” again and get 1234, which is 
the address in my original function. In this way, the stack represents a 
logical fl ow of call and return.

So, what is a “stack overfl ow,” and whence comes this metaphor-
ical term? A stack has limited bounds in memory; it is not infi nite. 
If a program attempts to push more items to a stack than it can hold, 
then a memory violation occurs. For instance, if you called thousands 
and thousands of functions from within each other, you could engen-
der a stack overfl ow. Programming languages with runtimes, such as 
Python, will crash gracefully when this occurs. Low- level systems lan-
guages, such as C, may not. Instead, in these types of languages, poten-
tially dangerous memory overfl ow operations (a stack buff er overfl ow) 
occur that can have serious consequences for system stability.

Why? Stacks can oft en be contiguous with one another. One stack 
may be positioned, in computer memory, directly below another. When 
the user attempts to push data to a stack that is too small to take an-
other item, the content of the stack may be written to a diff erent stack 
that sits directly above the addressee. If the contiguous stack is a call 
stack, then there is a risk of system takeover. That is, pushing data to 
an overfl owing stack that sits next to a call stack will allow a malicious 
user to write an arbitrary return address to a call stack. This would 
mean that a malicious user can manipulate the execution fl ow of the 
subroutine call. So, to return to the above example, instead of “print” 
returning to my code that called it, if a malicious actor has inserted 
their return address instead, by overfl owing a contiguous stack, then 
“print” will return there, hijacking execution of the system.

Writing such exploits is a highly technical and tricky business. Most 
contemporary operating systems have extensive protection against 
such so- called stack smashing vulnerabilities. Not least of these is 
address- space randomization, in which call stacks— and especially 
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those executing in privileged contexts— are placed at random off set 
addresses in memory, so that it is impossible for an attacker to guess the 
stack location and hence to redirect the execution fl ow. Stack overfl ows 
may be about breaking soft ware, but they also require an expert degree 
of skill to manipulate into a working vulnerability.

The name for Stack Overfl ow was decided by a popular vote (pre-
sumably among computer geeks).110 The eventual name works, though, 
because it intersects two domains: the computer science context of the 
stack overfl ow .֪ .֪ .֪ and the conventional library, with its stacks. In many 
ways, this conjoined technical and traditional fusion of naming also 
encapsulates the functionality of the site. One of the site’s founders, 
Jeff  Atwood, has indeed described Stack Overfl ow in terms that overlap 
with both of these domains. On the one hand, according to Atwood, 
Stack Overfl ow functions like a traditional library: “Passively search-
ing and reading highly ranked Stack Overfl ow answers as they appear 
in web search results is arguably the primary goal of Stack Overfl ow. 
If Stack Overfl ow is working like it’s supposed to, 98% of programmers 
should get all the answers they need from reading search result pages 
and wouldn’t need to ask or answer a single question in their entire ca-
reers.” This is very much the modus operandi of a conventional library, 
in which the reader is a passive consumer of the library’s contents. Yet 
Stack Overfl ow is also a participatory space in which users ask and 
answer questions. In this respect, again according to Atwood, it shares 
more in common with the wiki ecosystem (such as the participatory 
culture that underwrites Wikipedia). As Atwood put it: “I’m continu-
ally amazed at the number of people, even on Hacker News today, who 
don’t realize that every single question and answer is editable on Stack 
Overfl ow, even as a completely anonymous user who isn’t logged in. 
Which makes sense, right, because Stack Overfl ow is a wiki, and that’s 
how wikis work. Anyone can edit them.”111 The contemporary “library” 
that is Stack Overfl ow is at once quite conventional— a searchable re-
pository of knowledge from which anyone can draw— and quite radical: 
a collectively (and sometimes anonymously) constructed and dynamic 
information store.

This future library, where the stacks overfl ow, is a very diff erent 
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kind of beast to its supposed antecedents. It also, though, is a space that 
works against the conventional mythology of the library as an open, 
egalitarian space of knowledge consumption. For Stack Overfl ow is 
explicitly a competitive peer review system that works on the basis of 
an economy. Building on past systems of peer reputation, such as Slash-
dot, as covered by Kathleen Fitzpatrick, “Stack Overfl ow was indeed 
built to be a fairly explicitly competitive system,” which is “manifested 
in the public reputation system.”112 While such competitive systems 
may incentivize certain categories of programmers, the founder also 
acknowledges the problems with such a system: “I fully acknowledge 
that competitive peer review systems aren’t for everyone, and thus the 
overall process of having peers review your question may not always 
feel great, depending on your circumstances and background in the 
fi eld— particularly when combined with the substantial tensions 
around utility and duplicates Stack Overfl ow already absorbed from 
its wiki elements.”113 In fact, Stack Overfl ow is explicitly designed in 
terms of anxiety. As Atwood frames it, “I’ve heard people describe the 
process of asking a question on Stack Overfl ow as anxiety inducing. To 
me, posting on Stack Overfl ow is supposed to involve a healthy kind of 
minor ‘let me be sure to show off  my best work’ anxiety.” Atwood states 
that he imagines “systems where there is zero anxiety involved and֪.֪.֪. 
can only think of jobs where I had long since stopped caring about the 
work and thus had no anxiety about whether I even showed for work 
on any given day. How can that be good? Let’s just say I’m not a fan of 
zero- anxiety systems.”114

This state of anxiety has been ascribed to institutions (such as ac-
ademia) but also to a generalized state of neoliberal late capitalism.115 
Thus, Stack Overfl ow is in many ways a very contemporary form of 
library, one built not on the mythology of equity and access but on a 
bedrock of anxiety and competition. The neoliberal library? Of course, 
there are competitive elements of traditional libraries. Researchers who 
produce the works that populate the stacks might compete for world-
wide library availability of their titles. Book writing has long been a 
competitive activity. Libraries have oft en, historically, expressed con-
cern— or anxiety— over who their patrons are. Before the birth of the 
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civic library, the exclusivity of subscription and research libraries be-
trayed such an anxiety.

However, one question we might raise in relation to this anxiety 
principle is whether the word “care” might serve as an acceptable syn-
onym for “anxiety.” Frequently, the term “care” is used, as in “self- 
care,” as an antidote to contemporary life’s stresses and strains.116 In 
publishing circles there is oft en a call to return to an ethics of “care” 
to counter the soulless megacorps in whose limited hands ever more 
power is concentrated.117 In the context used by Atwood, this parallel 
of anxiety to care is raised explicitly: “I can only think of jobs where 
I had long since stopped caring about the work.” Indeed, one could 
reframe this notion of anxiety as a type of care toward others: caring 
about whether you waste their time by ensuring that your questions and 
work are to the best of your ability before fl oating them in public. This 
is a being- anxious in the face of demanding time from others. Hence, 
we should be careful when we see calls for “care” as an antidote to the 
anxiety machine of contemporary capital.118 Equally so, we might view 
anxiety with less suspicion in some contexts. For care can frequently 
be posited as the mirror of anxiety or even “investment” (in the sense 
of one’s immersion within something).

Stack Overfl ow is the synecdochical library of the future. Using the 
vocabulary of stacks, it assembles recombinable fragments of machine 
executable code for future users to discover in a model of passive con-
sumption. At the same time, it operates on a frightening participatory 
economy of anxiety and individual reputation. Stack Overfl ow has a 
radical principle of open editing, birthed from the wiki movement, but 
it is at the same time one driven, beneath the hood, by ideas of individ-
ual reputational prestige rather than pure altruism. In this sense, the 
library of the future looks quite a lot like the library of today. That is, 
a catalog of works populated by researchers who profess vocation and 
altruism but whose behaviors are clearly driven by individual advance-
ment, prestige economies, and reputation.119 Such new libraries also, 
though, mirror the ways in which libraries have been used politically 
in the past. Stack Overfl ow’s answers have probably saved the soft ware 
industry billions of dollars in productivity time (just as generative AI 
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is now poised to do, in a very diff erent way, but having been trained 
on Stack Overfl ow itself). These libraries interact politically and eco-
nomically with society at large, just as all libraries always have. In some 
senses, then, such libraries of the future are actually just more honest 
than the mythology of public libraries that has been spawned over the 
years. For the history of libraries will not save us, and if we want future 
systems that correspond to the mythologies of public access that we 
have constructed, then they must be actively built from our present 
situation, not retrospectively graft ed onto tools of empire, capital, and 
politics.
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E I G H T

E V E R Y T H I N G  N O T  S A V E D  W I L L  B E  L O S T

TO  C O M E  F U L L  C I R C L E ,   in which the end is the beginning, I want briefl y 
to return to Borges. There is a short story by Borges that tells of a civili-
zation possessed of a holy book.1 At all costs the book must, so the story 
goes, be protected and preserved for the future. The tome is encased 
within a dark and mighty sarcophagus to ensure its safety from “hu-
midity, heat, damp, cold, ice, fi re, wind, rain, snow, sleet, prying fi ngers, 
hard stares, the gnawing of rats, sonic disintegration, the dribbling of 
infants, and the population at large.” The special caste of custodians in 
the story— a kind of priesthood of knowledge— is confi dent that it can 
protect the book, especially from this last and most damaging group, 
the population at large. Indeed, as time goes by and greater swathes of 
this growingly democratic population request access to the book, the 
priesthood formulates ever more contrived rationales for the protection 
of the artifact. The intrinsic value of the book seems, in the story, to 
be increased by its scarcity of access, even as its instrumental value to 
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society grows lesser by the day. For even the priesthood does not really 
know or understand the contents of the book that it guards. Nobody 
does, as they cannot look at the object itself. This society has only the 
peripheral metadata context, so to speak, within which to work, owing 
both to the sacredness of the artifact, which means it must not be read, 
but also to the sacredness of the notion of preservation. As preservation 
becomes an end in itself for the priesthood, the barbarian populace 
eventually overwhelms the fortifi cation and prizes open the sacred 
sarcophagus. The story draws to a close as the lay tribes examine the 
holy book, over the corpses of the priesthood, to fi nd that it is written 
in a language and script that is completely indecipherable and that has 
been lost to time, as meaning has eroded over the span of artifactual 
preservation.

Borges, of course, never actually wrote such a story. But he could 
have, and it yields to us a helpful frame for understanding a core concept 
of digital preservation. Namely, What is the tension between, and the 
resolution of, preservation and access for nonprint legal deposit? How 
is it that we have come to a situation where the path- dependence of 
print has so thoroughly conditioned the access possibilities for the digi-
tal that its most salient property— that of nonrivalrous dissemination— 
must be once more made rivalrous and discarded? And what of the 
structures of meaning that themselves naturally erode over time, like 
an entropic process, in the digital space? How, without some form of 
continuous access, can we ensure that we can still read our digitally 
preserved heritage over even a decadal timespan?

Put otherwise, this chapter asks, How “safe” are our digital texts? 
What do we even mean by the metaphors of safety and protection in the 
virtual world? This chapter examines the digital- textual tensions be-
tween proliferation and insularity, between dissemination and hoard-
ing, between abundance and scarcity. As such, this chapter is dedicated 
to digital- textual preservation and to digital- textual copy protection: 
both fall under the rhetoric of keeping texts safe, but the metaphors 
stretch in opposite directions.

A good case study with which to open this chapter and that demon-
strates the stakes of this discussion is the recent introductions to and 
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reports on the UK’s (and other jurisdictions’) nonprint legal deposit 
regulations, which extend the requirement of deposit of physical print 
items in the national deposit libraries to digital objects.2 Under such a 
system, I here argue, we see a fetishization of an inaccessible archive; 
we develop a set of “sacred unreadable artifacts,” as my pastiche Borge-
sian introduction would have it, with librarian custodians as the high 
priests. This is no clearer than in the physical location requirement 
of this legislation, which prohibits off - site digital access to the depos-
ited material, thereby rendering it more a print correlate than anything 
else. This is to ensure protection of publisher revenue, demonstrating 
a diff erence of extreme degree, rather than type, for widespread digi-
tal access. At the same time, the protection is designed to ensure the 
long- term survival of the artifact, even if there is no plan ever to re-
lease the item for general consumption. Indeed, the UK legislation spe-
cifi cally introduces a clause that deft ly circumvents such items from 
ever entering the public domain. In such cases, I argue, the system is 
one in which society never stopped to ask why it was saving material 
other than because it thought it should and because it could. The basic 
thrust of our situation is that Google’s mantra, which might best be 
described as “Collect everything and store it forever,” has become a 
naturalized principle. It becomes, under such paradigms, supposedly 
“radical” when celebrity interior home design gurus recommend “de-
cluttering” or, in the words of Marie Kondo, jettisoning anything that 
“does not spark joy.” Yet how do we know whether our artifacts might 
spark future joy— or at least be of interest to subsequent cultures? How 
do we make choices in the present about what to save and what to let 
go? As a relatively well- known Nintendo “quit” screen for a computer 
game put it: “Everything not saved will be lost.”

Such protection mechanisms interact strongly with copyright law 
but thus, also, with localized sentiments of nationalism. Indeed, insular 
protectionism and national isolationism are strong drivers of digital 
preservation practice, conditioned through soft  power mechanisms of 
infrastructural funding. The UK Web Archive, for instance, has had to 
deal with issues of even defi ning what a “UK website” is or means in a 
distributed global, digital era. Thus, once more, the political implica-
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tions of metaphors of protection in the textual space are here brought 
to the fore.

More broadly, metaphors of protection are dismantled in this chap-
ter and shown to be torn across several axes at any one time. For every 
stakeholder group that requires a form of textual “protection,” another 
group is placed in jeopardy. Ranging from shadow archives to pirate 
libraries to formal legal channels, this chapter examines the complex 
dynamics of the protection and preservation of the contemporary dig-
ital text.

The Access Parallel
One of the most fundamental questions about digital- textual pres-
ervation is where it should take place. As Svend Larsen provocatively 
frames it, “In the paper world legal deposit and preservation of printed 
heritage are almost synonymous with libraries. In the digital world it 
is not a matter of course that libraries are best suited to perform these 
tasks.”3 The reason behind this is the phenomenon of what I call the 
“access parallel.” In the print world, people used libraries to access 
books, journals, and other materials. It therefore made sense for librar-
ies to fulfi ll a dual role of preservation and access. The accumulation 
and storage of millions of volumes was a condition of access. Libraries, 
that is, cannot provide access unless they possess the necessary items. 
Concomitant with such access provision is the assumption that librar-
ies should ensure the preservation of the material they hold. There is no 
point in claiming to provide access to an artifact if, when it is retrieved, 
the item in question has decayed and is unusable. (Though this does 
happen. Several items at the British Library remain in the catalog but 
are marked as “destroyed” due to bombing in the Second World War.) 
In this “access parallel,” it is the need to provide access that drives pres-
ervation. The possibility of access is the precondition of preservation.

The way in which contemporary research libraries provide access to 
digital web resources provides an interesting case study. Although the 
more curmudgeonly old timers who frequent the British Library may 
disagree— and they do, indeed, organize regular “protests” against un-
dergraduates using the library for web surfi ng— most people do not go 
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to research libraries merely to view websites that would be accessible at 
home. Libraries also do not perform a copying function with respect to 
the websites to which they provide access. That is, most libraries do not 
take any kind of “snapshot” of the web and serve that to users. Instead, 
libraries usually give access to the live version of the web as a supple-
mentary resource to their print and digital collections. As such, given 
that most libraries are not providing access, it is unsurprising that they 
do not also perform preservation of this material. Indeed, it is almost 
a cliché to note it, but our access to digital data has been off shored to 
for- profi t multinationals. As Paul Gooding and Melissa Terras rightly 
note, “Rather than looking towards libraries as their fi rst source for 
information, individuals now look towards Google or Facebook.”4

There are some strange exceptions. First, it would be remiss not to 
comment on the fact that academic libraries do provide access to a host 
of digital artifacts that could usually be accessed via the open web. The 
foremost of these digital commodities is the academic journal article. 
For a long time now, academic journals have been primarily digital, 
although many retain a print counterpart. Libraries have become the 
de facto access point for such digital content, primarily because they 
are also the fi nancial controllers around decision- making on the pur-
chase of subscriptions. Hence, the access parallel also has a fi nancial 
parallel, whereby paywalled digital content is still provided digitally by 
research libraries. When such libraries are paying for this content, they 
also usually ingest copies of the work for which they have paid, storing 
a local copy. This is oft en done through a system called LOCKSS (Lots 
of Copies Keeps Stuff  Safe), which allows the library to fall back to the 
local copy if the publisher’s version goes offl  ine for any reason. My re-
search work at Crossref, examining seven million academic journal ar-
ticles, has indicated a parlous state of digital preservation around these 
artifacts. Indeed, approximately two million articles in this sample ap-
peared to have no preservation at all and were, as a result, at risk of 
disappearing at a moment’s notice.

It is also true that there are various web archiving eff orts at specifi c 
institutional sites. The most well known of these is the UK Web Ar-
chive, which “aims to collect all UK websites at least once per year.”5 
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This partnership among the Bodleian Libraries, at Oxford University; 
the British Library; Cambridge University Libraries; the National Li-
brary of Scotland; the National Library of Wales; and Trinity College, 
Dublin, has many methodological and defi nitional challenges. For in-
stance, one might ask, what does it mean to speak of “UK websites”? 
Does this refer to websites that are hosted in the UK? Websites that use 
a UK domain name suffi  x (such as “.co.uk”)? Websites that are owned 
by a resident of the UK? The answer, actually, is yes to all three of these: 
“This includes all websites that have a UK top level domain name such 
as .UK, .SCOT, .WALES, .CYMRU and .LONDON plus any websites 
that are identifi ed as being hosted on a server located physically in 
the UK via a geo- ip lookup. Additionally, if a website contains a UK 
postal address or the website owner confi rms UK residence or place of 
business their website can be included. In order to build comprehen-
sive thematic website collections, we occasionally request permission 
to archive non- UK websites from the site owner.”6

This matter of how geographically to classify websites is reminis-
cent of the geopolitico- digital situation to which I gestured in the pre-
ceding chapter. It is also reminiscent of various calls for nationalistic 
access to replace open access in the scholarly publishing world.7 It is 
another instance where the graft ing of sociopolitical structures atop 
the internet results in geographically segregated digital (preservation) 
structures. Here, again, it is clear that fi nancial structures, which cer-
tainly do obey national norms and characters, impinge upon the digital 
world. It is the formulation of a “ ‘techno- geographic’ milieu.”8 Because 
many digital preservation structures have national characteristics and 
are funded by national governments, there is much about the digital 
preservation landscape that maintains nationalist principles. For in-
stance, the Biblioteca Nacional de México handles deposit in Mexico; 
the National Library of Sweden was in charge of the 2017 study of dig-
ital preservation structures within that nation; New Zealand has legis-
lation regulating the deposit of electronic content via the aptly named 
National Library Act of 2003.9 On the African continent, South Africa 
was the fi rst country to have a national bibliography, followed by Sierra 
Leone in 1925 and Ghana in 1932.10 Many nations in Africa, such as 
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Zimbabwe, have national deposit legislation.11 “The role of national li-
braries in ensuring universal and equitable access to information con-
tinues,” writes Jules Larivière, “to be a cornerstone in the development 
of a knowledge society.”12

The tasks of preservation in the digital age and the preservation 
of digital forms, though, are signifi cantly diff erent from those of pre-
ceding eras and document types. That said, the challenges essentially 
boil down to a fundamental historical distinction between material 
form and some kind or other of “content” within a work. The degree 
to which these two are separable is questionable. Indeed, James Cum-
mings is astute to draw our attention to the materiality even of digital 
markup languages.13 In the well- known work of Marshall McLuhan, 
already touched upon, it is not possible to separate the message from 
the medium in which it is transmitted.14 Yet our digital preservation 
structures tell us a diff erent story about the value conferred on media 
versus the content within those media.

Consider the First Folio of the works of William Shakespeare, of 
which 750 original copies were printed, and of which now just 235 
remain. Likewise, think of a fi gure such as Rachel Speght, who used 
the emergent print economy of the seventeenth century to promulgate 
her feminist argument in A Mouzell for Melastomus.15 While the texts 
of these items have been reprinted and are widely available online, 
original copies of the works, which have become scarce, are held only 
in university library collections around the world. The fundamental 
point at which I am driving here is that traditional preservation sys-
tems have two crosscutting registers. In one register, usually covered 
by legal deposit, the focus lies in the preservation of the textual and 
graphic content within a work. It does not matter which copy of a spe-
cifi c book is given for legal deposit as the assumption is that the works 
are substitutable for one another (say, a digital copy “substituting” for 
a physical one). We also have no way of knowing, really, in the present, 
which works should be selected for preservation.

By contrast, the second register is one of historical scarcity. From 
the vantage point of history, it becomes much clearer to us what is of 
enduring interest. For instance, seventeenth- century feminist tracts, 
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such as the aforementioned Speght document, clearly have a bearing on 
the history of women’s rights. Their preservation is, therefore, of impor-
tance for our cultures. Yet what is curious is that, at a certain crossover 
point of scarcity, the focus shift s from the preservation “merely” of con-
tent, with intersubstitutability, to the preservation of specifi c editions 
of a work. In other words, at a certain point in time, the materiality of 
the artifact becomes of interest. This reveals a bias in our preservation 
ecologies. Because we cannot preserve everything, it is only at a future 
moment of scarcity and value that we begin to value the specifi city of 
particular editions. It is only with hindsight that bibliographic histo-
rians will care about, say, the annotations that others have made on a 
particular edition of a work.16 Bibliographic material study is inherently 
devalued— or, at least, substantially deferred— in the history of physical 
preservation. Because we cannot store everything, we aim instead to 
store substitutable copies. The fi ght for scarcity and status we defer to 
another day, hoping to have preserved enough copies to allow future 
historians to make specifi c deductions about the material circum-
stances of a particular object. (Although it is worth noting, also, that a 
survivorship bias phenomenon is at play here. Copies that are preserved 
and made available for access in public libraries are more likely to at-
tract graffi  ti/vandalism, which may then, ironically, be of more interest 
to future historians. That is, the act of preserving a specifi c edition in 
a library makes it more likely that this specifi c edition will contain pa-
ratexts that are of greater material interest to future scholars.)

There are several conditions that must be fulfi lled for the material 
study of textual objects to be worthwhile. First, the work must be of 
enough signifi cance in its own right to be worthy of study. Not every-
thing that is old is also historically noteworthy. Second, the material 
artifact must be capable of telling us something. If the physical charac-
teristics of the work are totally unremarkable, then there is little point 
in devoting time to its study. Of course, it is possible for the unremark-
ableness of a volume also to speak. A lack of markings or damage tells 
its own story; a volume that has survived centuries in pristine condition 
has likely been treated with reverence and care, denoting special social 
status. If many copies of a work survive, then it denotes a prolifer-
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ation and widespread continued interest in the contents. Third, the 
edition will usually have to be rare and have distinctive characteristics. 
As noted, although the widespread availability of identical editions is 
still revealing, individual distinctiveness is more oft en a precursor for 
textual- bibliographic study. If there are thousands of copies of a work 
worldwide, but only one of them contains annotations by Ben Jonson, 
for instance, then it is that edition that will be studied and that will be 
of use. Indeed, in many cases, the interest factor will be derived from 
how a work is networked. The question then becomes one of relation-
ality: How does the material- textual aft erlife of an edition connect the 
work to others? Ezra Pound’s annotations of the manuscript of The 
Waste Land (1922) have more weight than the arbitrary scribblings of 
a lay reader on a mass reprinted edition (and, indeed, form part of the 
poem’s own creation mythos). That is, unless, at some future point, the 
evidence for our ways of life and reading become unknown to histori-
ans and they seek out annotations to understand the activities of the 
“common reader.” Fourth, in catering to the “access parallel,” works 
that have material value are oft en digitized or transferred onto mi-
crofi che in order to protect the original items. This creates two ironic 
counter- registers. On the one hand, this once more separates form from 
content, insisting that it is possible to access, in a new form, just the 
“contents” of a work.17 On the other hand, such scarcity again rein-
scribes value in access to the original hard copy.

This content/form dichotomy— so spurned in media studies— is 
omnipresent in the logic of preservation and protection. It can most 
clearly be seen in the language of the “hard copy,” on which my pre-
ceding paragraph fell back. The distinction here is between a hard copy 
and a soft  copy, although the latter term is not used as extensively as 
the binary of hardware/soft ware. Nonetheless, the metaphorical value 
spectrum of hard/soft  that persists here continually reinscribes the 
physical form as more “real” and “solid” than its “soft ,” mutable coun-
terpart. As I noted in the introduction to this book, some media the-
orists, such as Kittler, have even gone so far as to insist that soft ware 
does not really exist.18 Hence, even though soft ware and soft  copies 
proliferate and have become the main model through which we interact 
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with and access digital texts, hardware and hard copies maintain their 
own sphere of infl uential prestige, mostly due to their scarcity function.

In preservation terms, defi ning “hard” versus “soft ” has repercus-
sions. If virtual editions are apparently “soft ,” then the implication 
is that they are more susceptible to outside forces (and damage). To 
some extent, this is true. The word processor allows us to edit text in a 
much more convenient (and mutable) fashion than did a typewriter on 
an imprinted page. Yet “soft ,” as in soft ware, has also become some-
what synonymous, in soft ware studies fi elds, with a type of language. 
As Bernhard Rieder puts it, “Using a somewhat clumsy analogy, one 
could say that most existing theorizations have approached soft ware 
primarily through its manifestation as ‘language,’ code, rather than as 
‘literature,’ that is, as the myriad of components and programs written 
in concrete settings for concrete purposes.”19 Soft  forms are seen as 
created from language— somehow akin to the idea of virtual objects 
with mental extensions20— while hardware forms are deemed material. 
This is the case with code, where programming languages summon 
a reality from the incantations of words, but it is also the case with 
preservation, where we talk of preserving the content, the language, of 
works, separately from the material containers within which the soft /
virtual content resides.

There are, of course, contradictory logics around the durability of 
hard/soft  preservation structures, particularly when we enter the dig-
ital realm. Most fi rst- time users of virtual systems believe that digital 
systems are less durable than their material counterparts. Part of this 
simply comes down to track record. It is clear that books can and do 
survive for centuries because we have invested in their preservation 
infrastructure already. Computer systems have not yet existed for long 
enough to demonstrate such persistence. As such, it is possible to argue 
that we cannot know that digital preservation systems are robust.

That said, there are a series of powerful counterarguments sur-
rounding the reliability of digital preservation. The fi rst is, as notes 
Kathleen Fitzpatrick, that the dichotomy between physical and digital 
preservation is built on a foundation of resource- allocation decisions. 
The reason that printed books survive is not because they are inher-
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ently more durable but because we have invested in the structures that 
preserve them: libraries.21 Without libraries, books would also decay 
and fade. Hence, it is wrong to believe in some kind of naturally oc-
curring, inherent preservability of specifi c material artifact types. 
A second point, also from Fitzpatrick, concerns the double- edged 
sword of networked availability and the eff ects that this has on digital 
preservation. On the one hand, as anybody who has had scandalous 
news posted about them online knows, it can be incredibly diffi  cult to 
remove content from the web. Despite the introduction of “right to be 
forgotten” laws, which allow users to remove content about them from 
search engines in specifi c jurisdictions, it can prove impossible to have 
libelous content taken down. On the other hand, hyperlinks frequently 
die. Hence, even as material proliferates, the indexing and addressing 
system that provides stable markers corrodes and decays. The analogy 
might be a situation in which copies of physical materials doubled every 
year, but the catalog telling you where to fi nd these copies gradually 
decomposed.

Most digital preservation systems work on the same basis as their 
physical correlates: redundant copies of material are stored worldwide 
in geographically distinct spaces in a variety of media forms. Periodic 
checks are made of the integrity of the stored records and, on detection 
of any kind of degradation, systems such as LOCKSS, CLOCKSS, and 
Portico instigate a self- repairing mechanism by taking a known “good” 
copy from another archive. Such a system, then, has already made a set 
of media assumptions about what we want from digital preservation. 
In particular, the assumption is that future historians will be inter-
ested in the content of what is being preserved rather than the types 
of degradation that are possible in computing systems of our time. 
That is, in repairing the underlying artifacts, and ensuring the ongo-
ing read- accessibility of the preserved material, self- repairing digital 
preservation systems destroy the evidence of degradation to which our 
media are subject. In maintaining access to material, we lose a history 
of computational decay.

A further good example of such a history of decay is in the decision 
of whether to preserve computer viruses that infect digital archives, 
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to which a later part of this chapter will turn in more detail. On the 
one hand, such code is, by nature, destructive. It may lead to the ma-
licious teardown of the content within an archive. On the other hand, 
computer viruses are independent historical occurrences that may be 
studied by future cultures. A similar aspect can be seen in the study 
of bookworms— insects that damage physical works— which has been 
ongoing for hundreds of years (since Aristotle).22 The study of such in-
sects can tell us something, retrospectively, about the physical charac-
teristics of the works that they consume. For instance, book scorpions, 
or pseudoscorpions (which sound much worse than they really are), are 
part of a complex ecology that intersects with the starch- based glue of 
previous eras of bookbinding, the booklice and dust mites that would 
consume this glue, and the scorpions that would feast on these lice and 
mites.23 In other words, the presence or otherwise of damage from spe-
cifi c types of insects can instruct us in understanding the constitution 
of the books on which they feast. Likewise, spider beetles and moth 
larvae, for instance, are keen to consume adhesives that contain gelatin. 
As Ann Elizabeth Wiener puts it, “In the age of e- books and tablets the 
idiosyncrasies of a printed book, let alone a decaying one, are erased. 
For the purpose of transporting, sharing, and keeping an author’s words 
effi  ciently stored, these technological changes have been mostly good. 
There is, of course, a trade- off  to innovation.”24 In the quest accurately 
to preserve the “soft ” contents of a book, we lose the ability to recon-
struct historical processes of decay and degradation. The history that 
is lost here is a natural history (understanding the ecology of insects 
that eat books) and a bibliographic one (losing knowledge of the threats 
posed to printed works and the countermeasures that were taken to 
avoid such damage). In the digital world, there is a similar challenge 
in preserving malicious code, bitrot, hard- drive degradation, and so 
forth. Of course, we could catalog this history of destruction separately; 
independent documentation of our processes of decay would allow us to 
inform the future of the diffi  culties we faced even as we mitigated such 
dangers: The Museum of Artifactual Decline. The problem, though, is 
that it is very diffi  cult to know what will be of interest to future histo-
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rians. If we were able to know this precisely in the present, many of the 
problems of (digital) preservation would cease to exist.

We generally consider that the digital environment has changed the 
collecting impulse— and preservation function— toward a “data maxi-
malism.” Google’s mission is “to organize the world’s information and 
make it universally accessible and useful.”25 In turn, this has provoked 
a backlash, asking whether the maximizing tendencies of digital in-
dustry are appropriate in all areas. Rachel Coldicutt, for instance, ad-
vocates for a model of “just enough internet” where we could collect 
“less data. Just what you need at any given time.”26 Tom Scott likewise 
argues, from the perspective of a medical research funder, that we need 
instead to foster “a model of careful restraint and minimisation which 
goes against the data maximalism which is encouraged in industry.”27 
This argument has been made on the basis of various value frameworks 
in specifi c ethical domains, such as the “data feminism” of Catherine 
D’Ignazio and Lauren Klein.28 However, the fundamental point here 
is that recent turns have been away from the mentality of collecting 
everything, forever.

Yet I believe it is a mistake to ascribe this maximalist intent solely 
to the virtualizing drives of data- oriented Silicon Valley startups. Cer-
tainly, the digital environment is more conducive to data hoarding. The 
British Library’s stacks, for example, as already mentioned, consume 
746km of space.29 The digital storage equivalent, by contrast, takes very 
little physical space. Storing such a library’s entire physical collection 
in digital form would be possible within a single server room, although 
this would lose the preservation of much of the materiality. That is to 
note that the preservation of materiality consumes a much higher order 
of information storage capacity than the content- only approach. Inter-
estingly, there are various emergent techniques to compress the space 
required to store materiality. For instance, 3D scanning and printing 
off ers us the possibility of encoding a digital representation of the ma-
terial object. This alternation between a digital representation and the 
capacity to recreate a real object is a type of “reality compression” func-
tion. Such technologies potentially compact reality down to digital ver-
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sions. That said, such compression also changes the historic processes to 
which such texts may be subjected. A digital representation of a physical 
book will not decay in the same way as a physical version would have. 
Thus, future historians would learn diff erent things about our processes 
of value, selection, and preservation, should we pursue this option. In-
stead of learning what happens to books that are stored in libraries and 
publicly preserved, they would learn of bitrot and other types of digital 
decay. They would learn of the lossiness of 3D scanning. We may also 
lose the insights occasionally provided by vandalism/book graffi  ti. Com-
pression, in the digital sense, usually trades time for space; the time it 
takes to run the compression and decompression algorithms is off set 
by the space that is saved. The “reality compression” trade- off  is more 
epistemological. In the digitization of material artifacts, we may lose the 
future ability to learn about annotation, physical bookmaking practices, 
and the decaying processes to which such volumes were subjected, even 
while we gain a new type of knowledge of digital disassembly.

Importantly, though, to return to my earlier point, the text of legal 
deposit laws is strongly biased toward maximalist inclusion. It is a legal 
requirement that all publishers furnish deposit libraries with all copies 
of works that have specifi c identifi ers (ISBN/ISSN, for example). How 
is this, then, really diff erent from Google’s mission to “organize the 
world’s information and make it universally accessible and useful?” It 
does diff er in some respects. For one, the format of deposit is locked to 
specifi c types of known artifact. Academic journal articles and pub-
lished books are just two categories of “information,” and, specifi cally, 
they are those that have been prestructured into epistemic constructs. 
That is to say, the format of information that legal deposit shelters is 
one that has already been shaped to existing epistemic modalities. 
Knowledge- dissemination vehicles are protected beneath the rubric 
of legal deposit. Google’s mission, instead, seems to be to organize 
freeform textual material into new corpora of accessible information, 
a move from abstract data to structured information and its retrieval. 
Google seeks to take “what is there” and to transform it into published/
accessible knowledge, while legal deposit requires the prerequisite of 
prior epistemic transformation before deposit.
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Are Orange Elephants Copyrightable?
A number of projects have highlighted the apparent insuffi  ciency of the 
published “versions of record” in the realm of digital text for dissem-
inating and preserving truth. Specifi cally, the ContentMine project, 
headed by Peter Murray- Rust, seeks to “liberate 100,000,000 facts from 
the scientifi c literature.”30 What does this mean, and why does the proj-
ect use the language of “liberation” here? The basic answer boils down 
to copyright. Copyright regimes distinguish between copyrightable 
expression, which is automatically conferred to authors in many juris-
dictions, and basic facts, which cannot be subjected to copyright. That 
is to say that facts are not copyrightable, but the expression of facts may 
be, depending on the extent to which the language in which such facts 
are expressed is “utilitarian” or otherwise. The scientifi c literature, in 
which extensive papers write up experiments, detail hypotheses, and 
chronicle outcomes, is subject to copyright. Usually, such copyright is 
transferred to an academic publisher, which may be a university press, 
but is also equally likely to be a for- profi t behemoth, such as Elsevier 
or Taylor & Francis. Murray- Rust’s argument is that the outcomes of 
such papers, when the scientifi c method has run its course, should now 
be considered facts. That is, the paper’s results could be reformulated 
in such a way that the “facts” therein are not subject to any further 
copyright.

Such an approach raises several issues that are worth exploring. 
First, there is the question of how facts exist in the world and the role 
that language plays in their articulation. The clearest exposition of this 
problem was given by John Searle in The Construction of Social Reality 
and also in Making the Social World: The Structure of Human Civiliza-
tion. The basic statement of the problem, for Searle, is that “there are 
portions of the real world, objective facts in the world, that are only 
facts by human agreement. In a sense there are things that exist only 
because we believe them to exist. I am thinking of things like money, 
property, governments, and marriages.”31 Such “institutional facts” are 
ontologically subjective but epistemically objective.32 They contrast, 
apparently, according to Searle, with facts such as “Mount Everest has 
snow and ice near the summit” and “Hydrogen atoms have one electron, 
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which are facts totally independent of any human opinions.”33 While 
this latter statement is contested— Searle’s “external realism”— what is 
interesting in Searle’s account is that “there is a top- down connection 
between language and institutional facts: you cannot have institutional 
facts without language. And once you have a shared language you can 
create institutional facts at will.” However, at the same time, according 
to Searle, “once you have language, it is, I believe, inevitable that you 
will get nonlinguistic institutional facts.”34 In Searle’s logic, statements 
of fact create the extralinguistic truth that then becomes recognized. 
As he puts it, “The literal utterance of the sentence ‘Snow is white’ 
counts as the making of a statement that snow is white, simply in virtue 
of its meaning. No further speech act is necessary.”35

In the land of the scientifi c literature, there are signs of this 
consensus- built social reality in the very nature of scientifi c realism. 
While facts are not copyrightable, there is a basic question that un-
derpins this: How are facts made, via digital text, in the scientifi c uni-
verse? The answer, as explored previously, is by a process of Popperian 
falsifi ability and statements showing provisionally verifi ed theses. For 
example, the presence of the Higgs boson particle was postulated for 
many years. Then, in 2015, the snappily titled paper “Combined Mea-
surement of the Higgs Boson Mass in p p Collisions at s = 7 and 8 TeV 
with the ATLAS and CMS Experiments” confi rmed that particle collid-
ers had found energy signatures that  verify the existence of the postu-
lated boson.36 While it is not possible or worthwhile here to dig deeply 
into the philosophies of science that have extensively documented this 
process, there is an important intersection with publishing, preserva-
tion, and copyright. Science relies on the basic premise that any of its 
preceding “truths” can be undone by subsequent evidence. If multiple 
future colliders, for instance, could demonstrate that the reading of the 
ATLAS collider was mistaken, then the existence of the Higgs boson 
is no longer a fact. This raises the basic points that although facts are 
not copyrightable, scientifi c facts must be refutable and subject to re-
vision, by defi nition. This may mean, then, that when a previous “fact” 
is refuted as an untruth, it can become copyrightable.
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This is not a hypothetical situation. Around 1669, Johann Joachim 
Becher proposed a theory of a substance called phlogiston that inhered 
in all fl ammable objects and that was released upon their combustion.37 
The theory is well outlined by Seymour H. Mauskopf, who writes, “Ac-
cording to the phlogiston theory, combustion and calcination were sim-
ilar decomposition reactions in which combustibles and metals gave 
off  a principle of infl ammability called phlogiston. Substances rich in 
phlogiston were readily combustible and phlogiston also produced the 
peculiar features that characterize metals. Metals were produced from 
their calces (ores, oxides generally in modern terms) through the fi ring 
of the calces with charcoal. This process enabled the phlogiston- rich 
charcoal to supply phlogiston to the calces to produce the metal. Hence, 
metallic calces should be chemically simpler than metals; the metals 
were compounds of their calx and phlogiston.”38 Yet by 1796 the phlo-
giston theory was falling out of favor and Joseph Priestley could write 
that “there have been few, if any, revolutions in science so great, so 
sudden, and so general, as the prevalence of what is now usually termed 
the new system of chemistry, or that of the Antiphlogistons֪.֪.֪. which 
was at one time thought to have been the greatest discovery that had 
ever been made in the science.”39

Indeed, the phlogiston theory is the classic go- to example for his-
tories of science that wish to stress a sort of “chemical revolution” 
at the time. As Mauskop puts it, elsewhere, “The historiography of 
the Chemical Revolution over the past forty years can be viewed as 
a collective conjuring with the demon of phlogiston. James Bryant 
Conant, Thomas Kuhn, and Bernard Cohen all made the ‘overthrow of 
the phlogiston theory’ synonymous with this ‘revolution.’ ”40 Mauskop 
has a point. In one of the perhaps most famous descriptions of contem-
porary scientifi c practice, his “normal science,” Thomas Kuhn writes 
of how, in the case of phlogiston, “the progress of normal science, in 
this case of pneumatic chemistry, prepared the way to a breakthrough 
quite thoroughly.”41 As multiple scientists worked within the paradigm 
of phlogiston theory— just, in Kuhn’s claim, doing their “normal” ac-
tivities within that space— they eventually found evidence to refute 
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the overarching theory. With that coup de grâce, the phlogiston theory 
was dead.

There is a substantial volume of critical material on phlogiston, even 
including its cultural signifi cance within a kind of “pyro- politics.”42 In 
many ways, it is a neater example than Newtonian physics because, 
while Einstein’s new models very clearly tore apart the old paradigm, 
much of Newton’s work still remains applicable and usable. This simply 
wasn’t the case with phlogiston. The theory had to go, and it was totally 
replaced. However, this has been underanalyzed in signifi cance from a 
publishing and copyright perspective.

Of course, the fi rst thing to note is that the copyright regime at 
the time of the phlogiston debate was a very diff erent kettle of fi sh. 
Although the Statute of Anne in 1710 instigated the era of copyright, 
much of the nuance would be introduced and legislated over the sub-
sequent three hundred years.43 Hence, at the time of Becher’s original 
conception of phlogiston, the expression of the idea would not have 
been copyrightable in the same sense that we understand today. As a 
result, we can only use phlogiston as a retroactive example, and it is 
being coerced into a historical framework of epistemic ownership that 
simply did not exist at that time.

Yet had our copyright system been in place, the idea of phlogiston 
would have gone from being uncopyrightable to, apparently, suddenly 
copyrightable as its status as fact shift ed— or so one might assume. 
A brief consultation of Black’s law dictionary shows, though, that the 
defi nition of a “fact” is extensive and contested. The primary defi ni-
tions there given are: “1. Something that actually exists; an aspect of 
reality <it is a fact that all people are mortal>. Facts include not just 
tangible things, actual occurrences, and relationships, but also states 
of mind such as intentions and opinions. 2. An actual or alleged event 
or circumstance, as distinguished from its legal eff ect, consequence, 
or interpretation <the jury made a fi nding of fact>. 3. An evil deed; a 
crime <an accessory aft er the fact>.”44 Curiously, although operating in 
but one jurisdiction, the subentries for “fact” here include “simulated 
fact,” which is defi ned as “a fabricated fact intended to mislead; a lie.”45 
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In other words, a fact can be “fabricated” (constructed) but also, appar-
ently, untrue. There is a specifi c type of “fact” that is a “lie.”

Without care, this discussion might head here into the territory of 
analytic philosophy. Wittgensteinian notions of the logical structure 
of facts spring to mind as an investigation of how the form of language 
relates to the form of the world.46 However, there is a simpler route from 
here, which is to retrace the statements on copyright with respect to our 
digital preservation systems. While it is stated that “facts are not copy-
rightable,” what is actually meant by such a statement seems to be more 
that basic descriptive sentences on their own are not subject to copy-
right. As Charles Oppenheim puts it, “Works are protected regardless 
of their merit, although they need to be original (i.e., not copied from 
something else) and show some level of skill and judgement in their 
creation.”47 An important point here, fi rst, is that works are protected 
regardless of their merit. While this predominantly seems to refl ect on 
the status of art— condemned bad art is protected as much as is widely 
praised good art— it could also be seen in relation to truth. Assessing 
the “merit” of a truth claim for copyright purposes is not truly the task 
here. Instead, there is a type of factually descriptive language (“My 
right hand has twelve fi ngers”) that does not, usually, on its own, qual-
ify for an exemption from copyrightable protection.

That said, the relationship to truth does matter, given that absurd-
ism is the qualifi cation of a range of fi ctional works. That Gregor Samsa 
awoke one morning, in Kafk a’s Metamorphosis (1915), to fi nd himself 
transformed into a monstrous insect sounds exactly like a factual state-
ment.48 It is a mere description in many ways. But the description is also 
fantastical and imaginative. It is clearly more than a description of a 
factual state of the world, as no such transformation has ever, in reality, 
taken place. The imaginative originality is here clear, and the statement 
would be protected by copyright, especially given how well known this 
proposition is compared with many other fi ctional statements.

Likewise, one can imagine the opposite: mundane statements that 
are not, in themselves, copyrightable, even though they fall within a 
work of fi ction. Take Ernest Hemingway’s minimalist The Old Man and 
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the Sea  (1952), which as a whole is a copyrightable work that demon-
strates signifi cant originality.49 However, as individual sentences, the 
phrases “He was barefooted” or “The sea was very dark” could easily be 
reused by another writer without infringing on copyright.50 In isolation, 
these statements have the characteristics of simple description, which 
appears not to pass the originality threshold for copyright protection. 
As part of a broader work of fi ction, though, they are protected. Hence, 
“The sea was very dark” may not merit protection, but “The sea was 
very dark and the light made prisms in the water” might.51 The former 
appears to have the minimalistic characteristic of a quasi- factual state-
ment, regardless of its truth, whereas the latter has expressive artistic 
value. Hence, the assertion that merit does not wholly matter is just not 
straightforwardly true. There is a certain point of expressive outpour-
ing at which expression merits copyright protection, and this is due to 
the artistic quality of the work. The protection of factual statements 
in copyright is not really about the truth content of a statement but is 
instead concerned with the utilitarian structure of statements. Again, 
“The sky turned red” may not merit copyright protection, but A. E. 
Housman’s “Ensanguining the skies” likely does.52

What does this mean for the extraction of facts and copyright in 
digital preservation systems? The catch- 22 situation in which factual-
ity fi nds itself is as follows:

 1. An academic publisher publishes a fact as constructed by scien-
tifi c realist principles.

 2. This fact, not subject to copyright, is extracted in plain descriptive 
language and is published, stored, and preserved.

 3. The study’s results are disproved, changing the factual status of 
the proposition.

 4. As a result, the fact is no longer a fact and, therefore, can be placed 
under copyright again.

Publishers can end up, here, in a strange situation where the only prop-
ositions they can defend against copyright claims are false/incorrect re-
sults. It would not be a good look for an academic publisher to pursue a 
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copyright claim on the basis that what they published was untrue. Aft er 
all, their reputation is founded on the principle that their outputs (and 
science) produce meaningful, truthful descriptions of reality. Yet the 
types of statements that scientifi c results produce— “Psilocybin helps 
to cure treatment- resistant depression” / “Psilocybin does not help to 
cure treatment- resistant depression”— appear to have the straight-
forward descriptive characteristics of factual language, regardless of 
which of the sentences is actually true.53

It may simply be, though, that “factual” statements are actually just 
too straightforwardly descriptive and are, therefore, devoid of original-
ity. That is to say that even shocking or straightforward sentences that 
are untrue may also not merit protection. The statement “Elephants 
are gray” is almost certainly not copyrightable. However, likewise, the 
statement “Elephants are orange” probably also  is not, although the 
contextual situation will play a role here. Should the line “Elephants 
are orange” form part of, say, a longer poem, it is possible that copy-
right protection would inhere in this false statement. The context mat-
ters because it provides an environment in which to read a statement. 
Although jurisdictions worldwide may interpret the defi nition of fac-
tuality diff erently, a good example in the US context is Custom Dy-
namics, LLC v. Radiantz Led Lighting, Inc. In this case, the court found 
that “photographs of aft ermarket motorcycle lighting accessories ‘were 
meant to serve the purely utilitarian purpose of displaying examples 
of its products to potential customers, and do not merit copyright pro-
tection.’ ”54 That is, the use to which a set of photographs were being 
put determined whether they were accorded copyright protection. By 
contrast, had the same photographs been destined for an art gallery, 
they would have been protected. The context matters for the copyright 
status of all digital artifacts, not just digital text.

Hence, to understand the copyright status of scientifi c works that 
have been retracted for untruth, we must think about the context of 
scientifi c publishing and how a court is likely to understand it. On 
the one hand, academic publishing is an environment that purports 
to truth and integrity. The basic purpose of most scientifi c research is 
accurately to describe current reality or predict future reality. As such, 
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it might follow that statements in academic papers are deemed factual/
descriptive, even if they fail to remain true for all time.

Simultaneously, academic papers (usually) possess originality as one 
of their key criteria.55 The craft ing and execution of experiments— or 
the writing of, say, literary criticism in the humanities disciplines— 
must advance our understanding in ways that have not previously been 
broached. Yet there is, oft en, a distinction between the writing of a 
paper and the execution of an experiment. It may require signifi cant 
originality and creativity to set up an experiment (say, for an example, 
to establish the existence of gravitational waves). However, this does 
not mean that the writing of the scientifi c paper replicates these char-
acteristics. A short series of sequential factual statements that each 
merely describe a truthful situation may not meet the threshold for 
originality and creativity.

On the other hand, the academic publishing industry relies on the 
copyrightability of various aspects of scientifi c articles. Oft en described 
as an “oligopoly” for the extreme profi ts made by this sector, in many 
academic publishing systems researchers are required to sign over their 
copyright at the time of acceptance.56 Norms of academic plagiarism 
are also an important consideration here. If someone else were to repro-
duce multiple statements from an academic paper, without citing the 
original author, it would be considered an academic off ense. Copyright 
violation and plagiarism are not the same thing, even if the latter can 
entail the former. Yet the fact that plagiarism exists as a context would 
likely inform a court’s verdict on the copyrightability of academic state-
ments. That said, even if one does not think that scientifi c statements, 
in sequence, in a paper, are individually copyrightable, it is possible 
that the design and layout of a typeset academic article possesses the 
characteristics of originality and creativity required for copyright. This 
is to say that there are various diegetic layers of copyright. A fi rst layer 
may be the basic factuality of statements, which is not copyrightable 
(indeed, it is not necessarily even a tangible thing). The second layer is 
the expression of these facts in words. These statements may or may 
not be subject to copyright. Finally, there is the sum total of the article, 
which exists within various industry, fi nancial, and market contexts. 
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It is highly likely that this artifact as a whole is copyrightable, even if 
only for the layout characteristics.

Murray- Rust’s intervention— to liberate facts from copyright— 
takes place at the second of these diegetic layers, in the untested waters 
of copyright. Digital preservation systems for text, likewise, must work 
on a speculative basis for an understanding of the truth content and 
factuality of the statements that they harbor. And, indeed, this messi-
ness is simply part and parcel of the way that copyright works. While 
institutional managers— and even researchers on the ground— oft en 
want copyright risks to be clear and unambiguous, this is rarely how 
things are in reality. Until a court actually decides a specifi c case, any-
body working with material that may, or may not, be under copyright 
must operate on the basis of supposition and risk management. Ronan 
Deazley, professor of copyright law at the University of Glasgow, sum-
marizes this well in a long- standing joke. All of his presentations end 
with a copyright disclaimer: “The usual rules apply.” Explaining this, 
he wryly notes that, of course, nobody is quite sure what the application 
of these usual rules entails. There is a delegation of interpretation to 
people who cannot know the actual legal status.

Copyright— and the exercise of fair dealing or fair use provisions 
on digital text— is always situated at the intersection of risk and inter-
pretation. It is not possible to know, without a court ruling, whether a 
particular use is “fair.” Instead, individuals have to adopt a common-
sense approach to managing this risk relationship. This is increasingly 
diffi  cult in the era of YouTube when, for instance, blatant violations 
of others’ copyright are posted with comments such as “No copyright 
infringement intended!!” Indeed, the proliferation of such sentiments 
seems to indicate that most downstream reusers have little idea of the 
legal circumstances within which they are operating.

Digital preservation systems— which oft en bill themselves as “li-
braries” or “archives”— operate in a diff erent sphere. In claiming to 
have at least some authority to preserve and to make content perpet-
ually available, it is likely that the court would hold such archives to a 
higher standard of competency to judge the law and how their reuse 
works within fair use paradigms. It is also true that not every archive 
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that calls itself such is operating within the (or, at least, any specifi c 
nationalistically or jurisdictionally specifi c) law. A good example of this 
is the work of shadow archives, the pirate libraries that power an entire 
underworld of scholarly communications.

At thirty- three terabytes of data in its main collection (and with 
more than sixty terabytes in its pool of scientifi c journal articles pow-
ered by its sister project, Sci- Hub), the highly illegal Library Genesis 
project is one of the largest repositories of copyright- violating edu-
cational e- books ever created.57 These archives, interestingly, defi ne 
themselves against a standard of morality that attempts to transcend 
local lawmaking: “Within decades, generations of people everywhere 
in the world will grow up with access to the best scientifi c texts of all 
time.֪ .֪ .֪ . The quality and accessibility of education to the poor will 
grow dramatically too. Frankly, I see this as the only way to naturally 
improve mankind: we need to make all the information available to 
them at any time.”58 The amateur “archivists” who have taken it upon 
themselves to seed Library Genesis on BitTorrent believe that the “ini-
tiative fulfi lls United Nations/UNESCO world development goals that 
mandate the removal of restrictions on access to science” and that “lim-
iting and delaying humanity’s access to science isn’t a business, it’s a 
crime, one with an untold number of victims and preventable deaths.”59

There is, of course, a specifi c disciplinary resonance to remarks such 
as these. Although Library Genesis is a nonspecifi c library/archive, Sci- 
Hub explicitly encodes “science” in its name (it is notable that “science,” 
in the European context, includes the humanities disciplines). Research 
that “saves lives”— which is part of the justifi catory rhetoric of such 
sites— implies the fi elds of biomedicine, medical physics, virology, and 
other disciplines that contribute toward the extension and preserva-
tion of human vitality rather than “merely” its enrichment. Research 
in other spaces cannot posit the same urgency. That “nobody will die” 
if they cannot read the latest literary criticism seems somewhat self- 
evident. Hence, an argumentative terrain emerges from which it is 
harder to justify the pirating of literary criticism, as opposed to, say, 
research on cancer. In the case of the latter, if a for- profi t publisher re-
fuses to make this research available, it is easy to argue that people may 
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die as a result and that this would be, in some moral senses, a criminal 
outcome. The same cannot be said of the humanities disciplines (and 
much social- scientifi c research).

Thus, from the arguments of these pirate sites, there comes a spe-
cifi c hierarchy of disciplinary value that places the humanities far lower 
than many of their scientifi c counterparts. Indeed, the arguments for 
access and preservation, whether they come from the formal open- 
access movement to scholarship or from pirate archives, are usually 
centered around the impact that scholarship can have in the world. 
When the value of that scholarship is more centered on “mere” en-
richment or cultural understanding, it becomes harder to justify a 
copyright- violating crusade because the external moral legal blame 
that can be laid at the door of capital is signifi cantly less. That is to say 
that arguments for the ethical necessity of open access to research in 
the medical space oft en center on the fact that it can be seen as mor-
ally unacceptable to profi t from the restriction of medical scholarship, 
which could lead to people dying. Of course, this argument has more or 
less traction depending on the stance toward healthcare in the nation 
in question. Economic “advancement”— itself a concept that embeds a 
specifi c telos of progress— is certainly, if the USA is anything to go by, 
no sign of a move toward universal healthcare. Yet universal health-
care is a sign of an acceptance of a “right to health,” which has been 
included in a number of declarations, including the Universal Declara-
tion of Human Rights; the International Covenant on Economic, Social 
and Cultural Rights; and the Convention on the Rights of Persons with 
Disabilities. In cultures where it is accepted that people have a right to 
health or healthcare— and where it is seemingly morally unacceptable 
to deny this to people on, say, the basis of their wealth— blocking access 
to the medical literature with paywalls becomes a social ill that must 
be undone.

Perhaps it is simply true that the preservation and improvement 
of life and health are fundamentally more important tasks than the 
understanding of culture. If we return to basic hierarchies such as 
Maslow’s well- known (but fl awed) hierarchy of needs, it seems clear 
that without health and security, one is unlikely to profi t greatly from 
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artistic endeavors.60 Yet this is also not straightforwardly true. It is 
not possible to advance, medically, without a comprehension of med-
ical history and medical ethics, for example. Indeed, basic medical 
ethics training, which includes learning about the history of human 
experimentation during the Second World War, the Tuskegee Syphilis 
Study, and so forth, is part of any medical degree. Science fi ction has 
also, oft en, served as the basic moral compass by which the eff orts of 
science are tested and measured— as warnings against the tide of un-
mitigated progress or imaginary explorations of human interactions 
with technological advancement.61 To hierarchize the humanities at 
the top of a pyramid of needs is to neglect their embeddedness in 
the ways that we think through, understand, and measure the nat-
ural and medical sciences. Yet, as pirate archives, themselves sites 
of digital preservation, proliferate a scientifi c discourse, sometimes 
at the expense of the humanities, we see a continual reembedding of 
disciplinary ordering.

Preserving Malware
Despite the legitimation claims made by pirate sites, which rest on dis-
ciplinary hierarchies, it is diffi  cult to place any specifi c emphasis on the 
importance of one fi eld over another. However, the same cannot be said 
of the content that is ingested and preserved in textual digital preser-
vation systems, which follows a rigorous hierarchy of value, with some 
complications. The best example of this is the case of handling mal-
ware in digitally preserved material, mentioned briefl y above. Indeed, 
several master’s and even PhD theses have explored the implications 
of preserving malware within comprehensive digital archives such 
as the British Library.62 Jonathan Farbowitz, for example, has prom-
inently argued that we should destabilize conventional wisdom about 
the cleansing of viruses from digital archives in order to study their 
history and role.63

This is because, of course, for every researcher who wants the orig-
inal text, you can also fi nd a researcher who is interested in the media 
forms that made such text available— and this includes the study of 
computer viruses and worms. A good example of this is the work of 
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Jussi Parikka, who has spent years studying malware, for instance in 
his Digital Contagions: A Media Archaeology of Computer Viruses (2007). 
In Parikka’s view, “one could,” and, indeed , he does, “write a whole 
shadow history of technology through how it does not work; how it 
breaks down; how it frustrates and messes things up; how it disap-
points and does not meet up with the expectations that are always 
rather sublime compared to the mundane everyday.”64

The preservation of computer viruses follows, in some ways, an op-
posite pattern to the preservation of real- world (biological) pathogens. 
The core example of this is the smallpox virus, of which two samples 
remain in the world, in the United States and Russia, aptly embedding 
the ongoing and never- really- forgotten Cold War superpower ambi-
ance.65 Up to a point, the debate around the smallpox virus follows 
the same logics as computer virus preservation. There is a merit to 
preserving these viruses so that we can study them and so that we can 
ensure that our medical knowledge is well equipped to handle future 
pandemics. However, there are also calls to destroy the viruses.66 Will 
there come a point when we feel we have learned all that we can from 
the stored virus? What are the ongoing risks of keeping live, massively 
deadly pathogens under biocontainment? (They range, in fact, from 
terrorism and biowarfare to accidental escape to new mutations. Many 
conspiracy theories about Covid- 19, for instance, circulated around 
its possible escape from the Wuhan Institute of Virology.) Yet what 
happens when the world geopolitical situation abruptly destabilizes, 
as it did with the 2022 Russian invasion of Ukraine, and the retention 
of biological agents suddenly poses a threat to international security? 
Good actors today, even when subjectively judged in the present, may 
not be good actors tomorrow. That there are so few stocks of smallpox 
left  attests to the ambivalence of enthusiasm for preservation.

Indeed, the preservation of smallpox is handled in the opposite 
way to the preservation of computer viruses (and computer docu-
ments more broadly). Even though both have characteristics of viral-
ity and spread— in both cases the undesirable aspect of the preserved 
entity— in the case of digital preservation systems the mantra is that 
Lots of Copies Keeps Stuff  Safe (indeed, as already mentioned, the ac-
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ronym LOCKSS refers to a prominent scholarly digital preservation 
mechanism). Once a computer virus has been selected for preservation, 
it will be stored in multiple redundant locations and replicated as many 
times as is needed to ensure permanent preservation, even if a particu-
lar data center or cloud availability zone fails.67 Smallpox, by contrast, 
has been selected for preservation, but it has been explicitly stated that 
it will not be stored in many locations worldwide, just two.

One of the core reasons for this (aside from the biopolitical conno-
tations of the smallpox locations) is that computer viruses age in a way 
that means hosts are no longer susceptible. As I will go on to discuss 
shortly in terms of infection, computers of today are not vulnerable to 
the infection of worms of two decades ago. (Although, that said, the 
emulation environments that are used within libraries to view previous 
eras of media forms may themselves be vulnerable to these viruses from 
the past.) By contrast, the very real smallpox virus continues to pose a 
substantial ongoing risk to living humans in the present day. It turns 
out to be easier to evolve the immune systems of our computers than 
of human populations.

The other challenge in the analogy and the naming crossover is 
that, in most circumstances, viruses are not considered transmission 
media. They do not constitute an inscriptive system designed for the 
conveyance of text (or any other media form). Real viruses are not, in 
most circumstances, a recording medium. That said, there have been 
instances where viruses have been engineered to allow for the trans-
mission of messages. As a recent paper in the Journal of Biological Engi-
neering noted, “We have engineered a cell- cell communication platform 
using bacteriophage M13 gene products to autonomously package and 
deliver heterologous DNA messages of varying lengths and encoded 
functions.”68 Because DNA and RNA consist of a number of bases— 
such as adenine, cytosine, uracil, and guanine— and because they are 
designed to encode protein production structures, it is possible to use 
these forms as a storage medium. The bases can be used to represent 
data in a binary— or, indeed, larger numerical base— system, although 
attempts to date have proved slow, expensive, and unwieldy.69 Although 
this is not what is happening in the smallpox example, it demonstrates 
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one way in which the base- required inscriptive properties for digital 
text can end up in unexpected locations.

Of course, viral transmission always carries a range of messages 
at diff erent levels. Viruses, in some ways, communicate with one an-
other, and protein exchange can be used as a messaging system.70 Vi-
ruses also recombine with one another to form new strains, which is 
a form of “intertextuality” and bricolage at some metaphorical level. 
Viral transmission and prevalence in society also signals a range of 
social factors that are imbued with meaning within human cultures. 
People have “read” the symptoms of illness, in the past, as omens from 
deities, for instance (part of the long- standing and damaging rhetoric 
that disability is somehow earned and the outcome of a just karmic 
communication from the gods). This was particularly the case with 
the HIV/AIDS epidemic, where religious fundamentalists associated 
sexual morality with disease prevalence, thereby reenforcing “the belief 
that human misfortune— in some of its forms, at least— is the result of 
divine punishment.”71 In the era of Covid, untrammeled viral spread 
can now be read as the message of a “free” (libertarian) political nation, 
while nations pursuing zero- Covid strategies are consigned to the dust-
bin of totalitarianism, regardless of how the most vulnerable fare under 
each of these systems. Viruses also translate back into social- behavioral 
patterns in human populations, in eff ect acting as a messaging system 
for new cultures of practice, whether that be mask wearing, social dis-
tancing, lockdowns, or isolation behaviors. It is a mistake, I think, then, 
not to read biological viruses as messaging technologies— or media— of 
some sorts.

It is also worth a brief detour to explore how Parikka’s work adeptly 
shows how viruses in the digital space interact with our changing un-
derstanding of real, biological viruses in the extradigital world, albeit 
not explicitly. For Parikka, there is a paradoxical accidentality to 
computer viruses, despite the fact that they are engineered by people, 
with deliberate intent. By contrast, viruses in nature truly do emerge 
randomly and without purpose beyond Darwinian evolution. Yet, as 
Parikka hints, since the 1980s, human agency has also been strongly 
linked to the proliferation of real- world biological viruses. The origi-
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nator of such a discourse was to be found in the human immunodefi -
ciency virus (HIV), which “was at the center of numerous contested 
articulations concerning the actions, sexualities, gender, and ethnic-
ities of human bodies.”72 Of course, there is also a whole history of 
human- engineered biohazards and biological weaponry that date back 
to antiquity, most of which repurposed naturally occurring agents.73 
However, the major concern in the twenty- fi rst century is the creation 
of new synthetic biological warfare agents of mass destruction.74

Yet the point persists: computer viruses give us the model for de-
liberately engineered threat models that could cross over into the real 
biological world. Just as people write viruses for computers, it is possi-
ble for us to “write” truly infectious agents in the extradigital environ-
ment (so- called gain- of- function research). Further, it should be noted 
that, as we become ever more cyborg, it is clear that computer viruses 
can cause biological harm in almost as many ways as their organic 
cousins. A good example of this is the recent cyberattack on hospital 
systems in the United Kingdom.75 While this may seem despicable, it 
is an instance of technological- biological crossover, where the harm 
from an engineered digital threat actor can cause real organic distress 
to living beings by shutting down healthcare facilities. When hemodi-
alysis machines are connected to the internet, as many now are, they 
are an exposed computational attack surface as much as any other. The 
only diff erence is that a human’s life depends upon its continued oper-
ation. Other examples include hypothesized cyber- terrorist attacks on 
nuclear power facilities or even on more conventional gas plants. The 
idea of an internet- connected gas cooker could, in theory, be a recipe 
for a remote bombing system that would cause very real loss of life. Our 
idea of viruses, contagion, and attack have become, then, increasingly 
entwined with the deliberate engineering of the computerized cousins 
of living agents.

The existence of computer viruses— and biological terrorist threats, 
no matter how nebulously defi ned— has also spawned an entire mirror 
security industry. As Parrika and Tony D. Sampson put it, “Network 
security businesses have established themselves in the very fabric of 
the digital economy (waste management is the future business model 
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of late modernity),” and “the discourses formed around this billion- 
dollar security industry, ever more dependent on anomalies for its eco-
nomic sustenance, lay claim to the frontline defense of network culture 
against the hacker, the virus writer, and the spammer.”76

There are several curious characteristics of much of this soft ware 
industry to which it is worth attending. The fi rst is that, in the digital 
realm, virus writers and other malfeasants oft en create fake versions 
of antivirus soft ware in order to ensnare their victims. Indeed, as Mic-
rosoft  notes, “Hackers and scammers sometimes use fake antimalware 
soft ware to trick you into installing viruses or malware on your com-
puter.”77 The discourses around viruses, their prevalence, and prolif-
eration are closely tied to the specifi c operating system in question. 
Microsoft  Windows has a reputation as an OS that is ultraprone to vi-
ruses, while Apple’s  macOS and Linux, for instance, do not. This is only 
partially fair. For the longest time, one of the core reasons that  macOS 
and Linux were less susceptible to viruses was simply that they had a 
low market share relative to Windows. That is, because of the relatively 
low number of users, writing viruses for these systems was less appeal-
ing to the malware authors. This has changed over time, particularly 
given the ascent of Linux to the top place in server workfl ows and the 
evolution of Apple’s extremely powerful system- on- a- chip machines. 
The concurrent rise of cryptocurrencies, which required compute- 
optimized systems, made high- powered hardware, whether that be a 
home system or a server farm, an attractive target for remote takeover 
(although creating “botnets” of remote machines with high- bandwidth 
connections has long been a hobby of those seeking to mount distrib-
uted denial- of- service attacks).

While prevalence and user base make up one explanatory feature 
of virus targets— Microsoft  simply had the greatest market share for 
the longest period— they are not the total explanatory cause, either. 
This is because virus writers have diff erent motivations for why they 
create viruses. One important point is that targeting diff erent oper-
ating systems will likely land you with a diff erent group of users who 
are impacted by the launch of, say, a successful worm. (A worm is a 
computer virus that can spread itself without user interaction.) For in-
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stance, the Blaster worm, which targeted Microsoft  Windows systems 
(on XP or 2000) in 2003, spread from host to host at incredible speed. 
The primary systems impacted were home desktops rather than server 
setups. By contrast, the SQL Slammer worm, also of 2003, only in-
fected machines that were running Microsoft ’s SQL Server soft ware. 
The “audience” for infection between these two worms couldn’t have 
been more diff erent. The former was designed to ensnare and irk desk-
top users, while the latter worked only on servers. Hence, one reason 
for why a particular operating system is chosen is simply based on who 
the virus writer wants to annoy or extort. If the prankster wants max-
imum exposure, then targeting desktop users may make sense. If the 
malware author wants high- powered hardware at their illicit disposal 
for nefarious purposes, then it may make more sense to target operating 
systems that run primarily on such hardware.

Another point that goes oft en unremarked upon is simply that 
much virus writing is opportunistic. While good security experts can, 
on occasion, pull apart a bug in a particular subsystem of an operat-
ing system, there is also a degree of chance involved. Writing a virus 
is a matter, fi rst, of “fi nding” a bug that can be exploited. Exploiting 
such vulnerabilities is hard enough in the fi rst place, but locating such 
fl aws is a constant game of cat and mouse with developers, who, for 
obvious reasons, do not want their soft ware to be buggy and prone to 
attack. In recent years, companies have also begun to off er monetary 
“bug bounties” to attackers who fi nd a vulnerability and, instead of 
exploiting it in a virus, responsibly disclose the problem to the vendor. 
These bounties serve two functions. First, they encourage a worldwide 
community of security experts to scour code for problems, ensuring 
the “many eyeballs” principle of open source, which I covered above. 
Second, they discourage the authorship of viruses and worms by off er-
ing a fi nancial incentive  not to write any. Of course, this depends on 
the bug bounty being more profi table than the illicit action (although, 
also, the fact that the bug bounty is a legal way to earn money, rather 
than the riskier criminal route of selling details of an exploit on the 
black market, can act as an incentive to take the reward). In this way, 
bug bounties allow companies to test the waters of their code among 
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a pool of experts while also disincentivizing those experts from wea-
ponizing their fi ndings.78

The discourse of “responsible disclosure” is also worth considering 
as it demonstrates a set of intersections between fi nance and prestige 
in the computer vulnerability space. Those who seek computer vulnera-
bilities do so for a variety of reasons, many of which stem from curiosity 
and their elite ability compared to others.79 A core part of the disclosure 
process is that crackers and hackers want credit for their work. They 
do not simply want money and to remain in the shadows. Instead, they 
usually seek to publish their fi ndings in order to boost their standing 
among the information security community. Like all of Pierre Bour-
dieu’s forms of cultural capital, of course, this prestige is substitutable 
for other forms of capital. Building a reputation, for example, can lead 
to a job. The problem is that disclosure of computing vulnerabilities 
can lead to serious consequences for end users, who may be hurt by 
this knowledge being made public. At the same time, some corpora-
tions who produce soft ware do not take soft ware security seriously and 
simply ignore researchers who get in touch to alert them to problems, 
thus forcing disclosure.

In order to balance this need for exposure with a need for respon-
siveness, in the best interests of users, vendors, and information secu-
rity professionals, a system was created called coordinated vulnerability 
disclosure. The goal of coordinated vulnerability disclosure is to agree 
to a timeframe between the various parties that allows vendors to patch 
their code and release a fi x while also allowing the bug fi nder to make 
public their fi ndings (and thereby reaping the reward). Of course, the 
unspoken parties in this transaction are the end user of the soft ware in 
question and potentially malicious reusers of the exploit. The former 
group are liable to attack when vulnerabilities are disclosed before 
a patch to the soft ware has been issued. The latter, from the inverse 
perspective, are able to take advantage of the knowledge released by 
vulnerability disclosure if there has been no patch— so- called zero- day 
vulnerabilities— and can then weaponize this academic research.

Responsible or coordinated disclosure, then, is actually a bargained 
hostage negotiation between vendors and vulnerability discoverers in 
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which attackers and victims are used as the chips. The consumer pres-
sure that users can put on vendors means that organizations are forced 
to take vulnerability disclosure seriously. However, the threat to that 
group only exists because of a malicious cohort of villains, always off - 
stage, who would be willing to stage the attack. The academic dis-
closers sit with a number of “hats” according to where they sit on this 
spectrum. Again, harking back to my chapter on color symbolism, there 
are a range of coded signifi ers in this space. “White hat” hackers are 
those who work, with the consent of their targets, to identify vulnera-
bilities for the sole purpose of improving the system’s security. In other 
words, “white hats” are the pure and good hackers, in the age- old asso-
ciation of white with virtue. At the other end of the spectrum sit “black 
hats,” who are the malicious hackers that constitute the threat model. It 
is this group that poses the risk to user communities. Finally, between 
these poles sit the “gray hats,” who work with ethical intent but may do 
so without the consent of the party being hacked.

This discourse is important for considering the preservation of vi-
ruses because it reinforces the credit- seeking nature of virus author-
ship. A responsible disclosure timeline is needed, not just because 
soft ware vendors require some form of impetus to kickstart them into 
action but because virus and exploit writers consider themselves au-
thors and seek credit, in some circumstances, for their work.

This highlights, though, the paradoxical situation of legality and 
pseudonyms that underpins illicit digital cultures such as virus writers. 
A similar situation pertained when I was studying the underground 
cultures of the Warez scene (a network of highly organized and profes-
sionalized digital pirates): In an environment where somebody wants 
credit, but the thing for which they want credit is illegal, what are the 
ethical responsibilities of various attributing parties toward diff erent 
actors?80 Robert V. Kozinets notes that “studying,” or in this case we 
might also stretch to “preserving,” “illicit .֪ .֪ .֪ communities” constitutes 
studying a vulnerable group— vulnerable to law enforcement action.81 
However, this appraisal of harm applies to interventions and inter-
actions. The individuals to whom we are referring oft en seek to brag 
openly— under their pseudonyms— of their illegal activities.
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A further question, though, is the nature of the “harm” in this sit-
uation. When the “harm” that may be attributed to preservation that 
reveals illegal practices is the bringing to justice of criminal virus writ-
ers, is this a “harm” that should halt those practices? There are possible 
borderline cases. Kozinets gives the example of drug users. If we ex-
posed drug users to the possibility of criminal sanction whenever they 
participated in research interviews, it would quickly become very diffi  -
cult to study drug addiction. This would lead, eventually, to a situation 
where no user of illicit drugs would ever speak to a researcher. Does 
the same apply, though, in cases where freely available online material 
reveals criminal activities or where a virus author actively publicizes 
his or her own work? Taken, as an experiment, to the absolute extreme: 
If a digital preservation system managed to reveal a murder, should we 
not use such records to bring a murderer to justice? Do digital preser-
vation systems, then, have a role to play in criminal trials and tracking 
down virus authors? This leads to further questions about the sever-
ity of the crime and the need to “protect” sources from the “harm” of 
being prosecuted— and the diff erences between academic research and 
general digital preservation. Is it and should it really be a matter for 
the individual researcher— or the archivist librarians— to decide who 
is prosecuted and who should be protected? Will a “cold case” unit 
emerge that digs through the historical record of preserved malware 
in order to identify sources?

This leads to the need for digital preservation policies about the 
use of pseudonyms (and real names) and whether and how criminal 
material should be attributed. The politics of citation and online pseud-
onymity is a diffi  cult subject to get right. As Amy Bruckman notes, 
“Norms for presentation vary.”82 In the aforementioned Warez scene, 
participants go by Internet Relay Chat (IRC) and site nicknames, which 
do not necessarily correspond to one another. Once participants have 
been arrested, tried, and convicted, they are “decloaked” in offi  cial 
(and oft en openly available) legal documents. While, in other online 
cultures, participants “may also routinely disclose information link-
ing their pseudonym and real name,” this is not commonly the case in 
highly secretive online cultures, such as hacker forums of virus writers, 
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where such disclosures would carry very real risks of law enforcement 
penalties.83

The secondary literature’s advice on handling pseudonyms is dif-
fi cult to navigate, and it is not clear how it pertains to digital preser-
vation systems as opposed to their mere use in scholarly publications. 
Again, Kozinets notes that “online pseudonyms function exactly like 
real names and should be treated as real names.”84 Yet online pseud-
onyms can now be up to several decades old and many go out of use. 
Some may, in fact, now be used by diff erent individuals than when they 
were fi rst coined; many individuals may use the same pseudonym, lead-
ing to the potential for wrongful criminal convictions. Digital preser-
vation systems that conserve illegal content, such as viruses, and hope 
to contribute to the unmasking of perpetrators may, in fact, fi nd that 
they muddy the waters of identifi cation.

Within this environment of credit, there is a discourse of “respon-
sibility” that ties in with ideas of “respectability.” Computer virus 
authorship is, in most parts of the world, illegal. Hence, to give the 
“credit” that a criminal wants, as part of a program of responsibility, 
is curious. On the other hand, white hat hacking, where cybersecurity 
experts probe systems for vulnerabilities at the behest of the owners, 
is a respectable profession and one that is legal. However, the two 
spaces cross over. Particularly in the infancy of the computer security 
industry, it was common for cyber criminals to make their name by 
working illegally, then serving their prison time, then going on to a 
professionalized career. Perhaps the most prominent example of this 
pattern is the infamous case of Kevin Mitnick, who spent many years 
as one of the world’s most wanted hackers. He was then arrested in 1995 
and sentenced to fi ve years in prison. Since his release he has gone on 
to write many high- profi le books on information security but also to 
establish his own computer security fi rm and to sit on the boards of 
several others.85

Of course, responsibility here also (or, in fact, actually) means lim-
iting damage to potentially vulnerable parties. But the responsibility 
cuts across diff erent axes because the damage aff ects diff erent parties, 
who bear diff erent levels of guilt diff erently. End users of soft ware are 
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the ones whose systems become vulnerable to hostile takeover, usually 
through no fault of their own. The exception may be in the case of 
open- source soft ware where user confi guration options or errors could 
leave a system open to attack. Fundamentally, though, in most systems 
of proprietary soft ware, the user is treated like a small, innocent child 
and is no more responsible for their own vulnerability than an infant 
that has yet to leave his or her parents’ tutelage. The responsibility to 
such childlike users cuts both ways. On the one hand, there is a re-
sponsibility to protect such users. Disclosing a vulnerability too early 
may result in these users being exposed to unnecessary risk if a patch 
is not available. Hence, part of the responsibility lies in waiting, in not 
revealing information that could cause damage.  On the other hand, 
though, there is also a responsibility to tell these users that they have 
been or still are at risk. To withhold information from users is, also, not 
responsible. Hence, responsibility becomes a matter of information and 
timing. Responsibility, in responsible disclosure, is a three- dimensional 
coordinate point between the axes of time, fi x- availability, and infor-
mation. (You could reduce this to two dimensions, if you believe that 
fi x- availability is an inevitable product of the passage of time, but this 
is by no means a certainty.)

Conversely, there is a challenge in thinking about the responsibil-
ity to and of soft ware developers. It is true that in all but the simplest 
cases, soft ware bugs are not avoidable. It is only a matter of when, not 
if, an exploitable bug will appear in code. But the reputation of soft ware 
fi rms can, in many cases, rest on their reputation for developing robust 
code and shipping fi xes within a reasonable timeframe once vulner-
abilities are found. The exception, of course, seems to be the quasi- 
monopolistic megagiants, such as Microsoft , who seem to be able to 
continue to profi t, in spite of a terrible security track record (improved 
greatly in recent years). Nonetheless, early disclosure, before a fi x is 
ready, could have serious reputational consequences for the soft ware 
company in question. It seems only fair, given the inevitability of soft -
ware bugs, to give a reasonable period of time in which to develop a fi x 
to a vulnerability— and to off er it to users for deployment. There is a 
responsibility not to trash the reputation of a soft ware vendor that is, at 
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least, trying to provide a fi x within a reasonable timeframe. However, it 
is also worth noting that responsibility for the vulnerability does also, 
to some extent, lie with the soft ware creator. Putting out fi xes within 
a reasonable period of time is a responsibility of a soft ware developer. 
It is for this reason that, in recent years, soft ware- as- service models 
have superseded one- off  sales business operations; the creation of a 
one- time product that works perfectly forever is not a viable model for 
a system that must, at some point, become subject to future damage or 
vulnerability. As a result, soft ware companies have shift ed from selling 
products to selling the ongoing labor time and eff ort of programmers, 
albeit packaged into bite- sized “versions” of soft ware. This is part of a 
shift  in the discourse of “responsibility” for soft ware development and 
a change in the status of ongoing fi xes to future problems. And this 
remains the fundamental issue for soft ware development: How far can 
one anticipate future vulnerability and how responsible are builders, 
in the present, for manufacturing completely defect- free technological 
products?

Giving credit, then, in digital preservation archives for virus au-
thorship is oft en a twofold economy of credit and blame. This economy 
looks diff erent depending on the angle from which it is viewed. For 
instance, if one has respect for vulnerability hunters and virus writers, 
then giving them credit for their work in the archive is an act of attri-
bution. On the other hand, if one holds them responsible for the damage 
that their creation has caused, then the act of crediting is also an act of 
blame. This is similar to other criminal enterprises where, in certain 
circles, there may be a badge of honor in, say, being given a prison sen-
tence. For those outside such circuits, though, being named in this way 
is a sign of shame. We might call these acts “negative accreditations.”

Every negative accreditation of a soft ware exploit also comes with 
a shadow accreditation: the author of the original soft ware that was 
vulnerable. The act of accrediting a vulnerability implies a blame of 
the soft ware’s original author for not properly securing their system. 
Indeed, for this reason, many large soft ware corporations may not want 
viruses to be archived because these malwares are the inverse trace of 
poorly written soft ware (even if inevitable). The question is where a 
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reader of the archive places blame: Is the blame to lie with the person 
who wrote the vulnerable code or the person who wrote the soft ware to 
exploit it? An analogous “dilemma” illustrates the challenge. In home 
security, we usually blame people who break into houses for burglaries, 
not homeowners. On the other hand, if you left  your window unlocked 
and advertised the fact, there would be little sympathy when you were 
robbed. At a certain threshold of carelessness, blame traverses sites.

Hence, as just a start, giving credit in our archives for the author-
ship of viruses, that we may or may not wish to preserve in the fi rst 
place, is a complex space of legitimation practice. When we give credit 
to someone for a criminal deed, when they want that credit, we bend 
systems of institutional authority to, in some ways, validate illicit ac-
tivities. However, the entire system of accreditation becomes even more 
complex when we note that most attributions are created by decentral-
ized attestations of authorship enmeshed in interlocking claims of au-
thority. The challenges in this space can be seen by examining ORCID, 
the Open Researcher and Contributor ID system.

ORCID was initially established in order to disambiguate between 
academic researchers. Because human names are not unique— hello, 
John Smith!— it became desirable to identify authors in a way that 
would not be vulnerable to the ambiguities of name alterations, be 
that for marriage, change in gender assignation, or any other reason. 
Some citation styles, furthermore, request only an initialed fi rst name, 
meaning that Joseph, John, and Jenny Smith are all collapsed into the 
inexpressive “J. Smith.” ORCID’s mission, then, was initially to “solve 
the author/contributor name ambiguity problem in scholarly communi-
cations by creating a central registry of unique identifi ers for individual 
researchers and an open and transparent linking mechanism between 
ORCID and other current author ID schemes.”86

While this sounds straightforward, it actually also contains a 
number of paradoxes, especially with respect to the beta scope of 
ORCID. Because ORCID data were (and are) designed to “come from 
individuals and organizations” and because ORCID is “a hybrid system 
of self-  and organization- asserted identity,” a confl ict emerges. Namely: 
while the original mission statement of ORCID purports to describe a 
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system in which there are clear one- to- one relationships between iden-
tifi ers, records, and researchers, the way that data are provided tends to 
generate messy multidimensional sets that will result in the duplicate 
deposit of various metadata.87

The fundamental confl ict here is the diff erence between metadata 
as a centralized record deposited and controlled by an absolute author-
ity and the constitution of metadata— and, perhaps, even, then, parts 
of the referent object itself— by multiple disaggregated assertions made 
by diff erent distributed authorities. Geoff rey Bilder, perhaps the person 
who has thought most deeply so far in the twenty- fi rst century about 
how identifi ers relate to the objects they supposedly defi ne, writes of 
this as a problem of deciding which data to trust. As he puts it:

It is not enough to determine that X records from Y diff erent 
sources are likely to be referring to a researcher named Josiah 
Carberry. We also have to have a clear policy about what we do 
with the records aft er that determination. Do we merge them? 
Do we privilege one of them? If we merge them do we discard the 
original records? If we privilege a record, do we discard the non- 
privileged ones? If we discard records or data, how do we keep 
track of the provenance of the data in the new, merged record? 
If we merge records, who then “owns” the resulting record and 
who has the right to correct and edit it? What are the IP implica-
tions of such a merged record? How do we decide these things?88

The ascription of credit for virus authorship is diffi  cult because 
these metadata are oft en embedded in complex systems of interinstitu-
tional assertion. Most computer virus authors go by an online pseudo-
nym rather than using their real names (for obvious reasons). At future 
points, though, diff erent entities will make diff erent assertions about 
the author of a piece of malware. A court summons and accusation 
for alleged virus authorship is just that: an allegation. It is a temporary 
attachment of metadata to a piece of illegal soft ware as a “possible 
author.” This can go on to be validated or refuted. It also means that 
the criteria for authorship, in this domain, shares the thresholds of legal 
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culpability. In the Anglophone justice systems, this makes virus au-
thorship ascription subject to the standard of proof of “beyond all rea-
sonable doubt.” Sometimes, though, there will be confl icting metadata 
statements about virus authorship and the purported authorship status 
may change as court cases progress (in a similar way as the discussion 
of facts moving in and out of copyright functioned in the preceding 
section of this chapter). Diff erent parties may be suspected at diff erent 
times of being responsible. Diff erent ascriptive parties may have diff er-
ent motivations for ascribing such motivations. For instance, national 
security agencies may be politically motivated to ascribe virus author-
ship to foreign agents, as in the case of the Stuxnet virus89. Hence, any 
weighting or privileging of metadata authority must account for the 
perspective of the citing agent.

This also shows how citation can be used not only to provide credit 
but also to ascribe blame. In diff erent contexts, these can be the same 
thing. For some virus authors, as it is with all criminals, and as al-
ready noted, the notoriety of blame is a form of credit among malicious 
peers. Usually, such ascription of virus authorship under a pseudonym 
is suffi  cient. For instance, in the well- known 1999 fi lm The Matrix, the 
main character, Neo, inquires whether Trinity is “the Trinity? That 
cracked the IRS D- base?”90 Unlike the ORCID system, there is, here, 
no guarantee that someone is who they say they are. Identity rests on 
pure assertion and a system of knowledge. Yet such a system of blame 
can be important in other contexts. For instance, in medical research, 
it is important that those who behave badly and conduct research fraud 
can be held accountable for their actions. Attaching an identity to a 
work allows not only for credit and progression but also ostracization 
and exile in the case of violation. One function of authorship, less oft en 
remarked upon, is to provide a marker of individuals from whom we 
need protection and against whom sanctions can be leveled. These are 
the tricky issues with which digital archives must wrestle when pre-
serving malware.
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Digital Stability
Two contradictory arguments are oft en made about digital preserva-
tion. The fi rst is that the digital realm is inherently unstable, mutable, 
and unreliable. Links frequently go dead, and it becomes impossible to 
locate older material. Web pages can be changed, and it can be diffi  cult 
to know whether material has remained the same between visits to a 
site. On the other hand, as Kathleen Fitzpatrick has pointed out and as 
was mentioned earlier, anybody who would like something embarrass-
ing about themselves removed from the web may fi nd the digital space 
stubbornly persistent.91

This latter situation, of digital persistence, found itself the focus of 
an alleged academic plagiarism scandal known as #receptiogate in late 
2022. On Christmas Eve, 2022, the respected independent manuscript 
expert Peter Kidd wrote a blog post in which he noted that a book by 
Professor Carla Rossi appeared to have used images and text from his 
site, without permission or attribution.92 Most disturbingly, the reply 
that Kidd received at fi rst contained not only immediate legal threats 
but also the assertion that the book did not need to cite his blog, even 
if it had taken material from it, because “blogs are not scientifi c texts, 
published by academic publishers, so their value is nil!”

In itself, such a statement is appalling; the value of a proposition 
lies not in where it is uttered but in the truth of its utterance. I have 
cited many blogs in this book. However, the story becomes even more 
bizarre. It turns out that Receptio, the press that published the book, 
“seemed to present stock photos for its staff  and offi  ces.”93 It further 
transpired that Dr. Rossi was no longer employed by the University of 
Zurich at this point (despite apparently listing her affi  liation as such in 
several places), yet the university nonetheless began an investigation 
into her conduct.

The story has a more ironic sting in its tail, though. It is worth 
noting that this book, and Kidd’s blog post, are part of a methodology 
of fragmentology, in which dismembered medieval books of hours are 
reassembled by using online web archives, such as the Internet Ar-
chive’s Wayback Machine, that contain auction catalog entries selling 
individual leaves of these books. In other words, the entire fi eld is pre-
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mised on the stability of the digitally preserved record. This would be 
unremarkable, were it not for the fact that when Kidd began his allega-
tions, Rossi’s website rapidly began changing its content, seemingly at-
tempting to rely on digital mutability to cover her tracks. For instance, 
an image that featured a distinctive mark was changed to remove this 
aft er Kidd made the allegation. The irony was that the Wayback Ma-
chine, the very technology that made the research possible in the fi rst 
place, and on whose use Rossi claims to hold a patent, holds snapshots 
of the website as it went through changes in real time.94

Just as, in terms of preservation, access is sometimes seen as a sec-
ondary element in tension with the principle of safety, stability and mu-
tability are oft en thought of in the same contradictory frame, even by 
those one would suspect to know better. As our textual cultures move 
toward ever more digital forms, electronic preservation will play an 
increasingly important role. This fi nal chapter has sought to question 
the ways in which totally expansive cultures of preservation— such as 
those embodied in the motto of Google— might be queried. For exam-
ple, if we think, as this chapter has attempted to, about the metaphor 
of the computer virus, we reach the conclusion that, sometimes, it can 
be better to forget.
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N I N E

C O N C L U S I O N

W H Y  D O E S  I T  M AT T E R  T H AT  our metaphors for digital text creation are 
not very good? The answer is perhaps best expressed in a recent book 
on, of all topics, the extraordinary nature of fungus. In his work on the 
ways that mushrooms mold our worlds, Entangled Life (2020), Merlin 
Sheldrake puts it well: “Metaphors can help to generate new ways of 
thinking” while, at the same time, “metaphors and analogies come 
laced with human stories and values, meaning that no discussion of 
scientifi c ideas֪.֪.֪. can be free of cultural bias.”1 Richard C. Lewontin 
is even more forthright, stating that “it is not possible to do the work 
of science without using a language that is fi lled with metaphors,” as 
“virtually the entire body of modern science is an attempt to explain 
phenomena that cannot be experienced directly by human beings.”2 In 
scientifi c spaces, metaphor serves as the translational language that 
moves us from the unusable imperceptible to the functional and com-
prehensible. In doing so, of course, metaphor imposes value structures 
on that which we seek to understand. This can, at times, cause prob-



C O N C L U S I O N 295

lems. A good example of such a problem is the anthropomorphizing of 
other species or inanimate objects. The objects do not like this.

In user interface design circles, the commonly accepted wisdom is 
that metaphor serves to orient users toward the usability of the system. 
By fi nding familiar paths, interfaces become intuitable, and we learn 
how to operate these systems with reference to our real- world artifacts. 
As I have shown throughout this book, though, the metaphors that we 
use have more magical qualities than it would initially seem. You would 
be very hard put to explain to somebody completely unfamiliar with 
a computer why a window is called a window, why we operate within 
shells, and even why the mouse, which now most oft en has no tail, is 
called a mouse (and not a hamster). Most people also know inaccurate 
histories of text- input devices. The myth that the QWERTY keyboard 
was designed to slow typo- speed fi ends in the mechanical environment 
stubbornly refuses to die. Our supercharged magical and illusory meta-
phors, then, do not really provide a touchstone for how digital artifacts 
will behave. They instead give a fresh name to phenomena that simply 
work independently.

However, as far back as 1990, Theodor Holm Nelson hit the nail 
on the head. The problem with metaphors, he wrote, is that “you want 
to be able to design things that are not like physical objects, and the 
details of whose behavior may fl oat free, not being tied to any details 
of some introductory model.”3 While the model of cognitive metaphor 
may make this impossible— if all of our language, thought, and design 
is metaphorically structured then we cannot simply construct “well- 
thought- out unifying ideas” free from metaphor— it is the extent of the 
nongrounding and the progressive divergence of interface metaphor 
from any reality congruence that is most diffi  cult.

Hence it seems important, when considering the ways that meta-
phors structure our contemporary digital text production, to at once 
comprehend historical structuration— the historical archaeology that 
makes possible our present— but also to cut ourselves loose from such 
absolute determinism. This can be seen in the contradictions of soft -
ware design. For instance, the designers of most word processing soft -
ware were likely unaware of the history of colored paper in ancient 
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China or the background of the Fourdrinier machine. Instead, they 
might argue, they simply took a cue from the color of contemporary 
paper. In this latter sense, their approach is dehistoricized. It is an acon-
textual approach of the present. Yet, on the other hand, how has the 
present been produced except by historical progression and circum-
stance? To be ignorant of the histories that shape our present does not 
mean that one has, any less, been shaped by them.

Metaphor, in some ways, sculpts everything of which we speak. It 
is not possible to communicate without metaphor. Many of these met-
aphors are very distant from any literal overlay atop our digital text 
environments. Yet, at the same time, when metaphors have no literal 
correspondence, we should ask what this does to our development of 
text technologies.

It is also true that metaphors become routinized and condition our 
future possibilities. Once we had mice and windows and keyboards as 
descriptive terms, they mutated into prescriptive possibilities of techno-
logical and textual futures. Digital- textual metaphors are important 
because they shape how we will progress, and it can be very diffi  cult 
to break free of metaphorical imprisonment. Digital- textual metaphor 
refl ects back on the extradigital world.

The interesting undertaking, as this book has attempted, is to 
identify the moment when metaphor breaks. In every case of digital- 
textual metaphor there is a descriptive phase in which there are good 
reasons for the metaphor’s application. However, there is also, next, 
an untethering phase in which the metaphor becomes unmoored. Fi-
nally, the metaphor becomes written as the standard and prescriptively 
categorizes future development. To understand the constraints on the 
digital- textual present, then, we must analyze where and when the met-
aphors break, which most of them do. So, while in many ways it can 
feel pedantic to pick such terms apart, it is actually a crucial part of 
understanding the technological choices we have made and will con-
tinue to make. For, oft en, our metaphors are a mere hair’s breadth away 
from crumbling into nothing. It is these points and moments of fracture 
that reveal the slenderness of the metaphors on which our technologies 
depend; they are paper thin.
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