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Introduction to the Translation

The Evolution of Language: Towards Gestural Hypotheses is an English 
translation of the first Polish book devoted the problems of language evolu-
tion, published in 2015. This context bears on the character of the book and 
its content. The Evolution of Language was written for general audiences, 
who are not professionally involved in science, including the science of 
language evolution. Hence, it offers introductory information on topics 
such as the theory of evolution, the discussion of which serves to bring 
out the basics of evolutionary thinking, including popular misconceptions 
about evolution, and stays away from more technical and detailed issues 
(Chapter 2), elements of linguistic theory (e.g. definitions of language (3.3), 
universal grammar (3.1.2) or the neural infrastructure of language (4.3) 
or the signalling theory (5.1)). To further help the reader, we provide a 
glossary of technical terms at the end of the book. Another limitation of 
the book has to do with the fact that it was (and still is) the first book on 
the science of language evolution for the Polish reader who has not had 
access to the English literature on the subject: excellent introductions by 
Sverker Johansson (2005) and Tecumseh Fitch (2010) and other forms of 
secondary and tertiary literature on language evolution, such as a handbook 
of language evolution by Maggie Tallerman and Kathleen Gibson (2011) 
or James Hurford’s broad-scope monographs – The Origins of Meaning 
(2007) and The Origins of Grammar (2011). Hence, our presentation is 
for the most part confined to sketching an outline of the problems of con-
temporary language evolution, and not an in-depth, extensive discussion 
of these problems.

Working on the English version, we have decided to reduce the number 
of supplementary texts, particularly in Chapters 2 and 3. We have also rad-
ically shortened the Chapter 1 on the historical context out of which the 
modern-day science of language evolution emerged. This area is certainly 
underexplored, but after the publication of Przemysław Żywiczyński’s book 
Language Origins: From Mythology to Science (2018), we felt there is no 
reason to repeat what can be found there, in a more extensive form.

 

 





Introduction

The half-art, half-instinct of language still bears the 
stamp of its gradual evolution.

Charles Darwin, The Descent of Man (1871)

For Darwin (1871), language was the greatest invention of humankind 
alongside fire. Maynard Smith and Szathmáry (1995) consider the emer-
gence of language to be the last of the greatest evolutionary breakthroughs, 
and its explanation was called to be the most difficult problem in science 
(Christiansen and Kirby, 2003b).1 Language is a unique communication 
system in which symbolic units can be combined into larger wholes with the 
use of syntactic rules, and since it is human-specific, language also defines 
our uniqueness.

This book is the first monograph written originally in Polish on the evo-
lution of language – a new field of science, which emerged at the end of 
the 20th century. As a field, it is developing dynamically, which should not 
be surprising, given that rapid development is an inherent aspect of youth. 
The evolution of language, by being a thoroughly interdisciplinary enter-
prise, derives its impetus from other sciences, such as modern evolutionary 
theory, genetics, linguistics, neuroscience, palaeoanthropology, compara-
tive psychology, and primatology, to name only a few. Yet, the evolution 
of language, as a scientific project, is successful because of the questions 
which determine the direction of its investigations: “Where does language 
come from, and why do, out of all living forms, only humans have it?”

Language is the feature that unambiguously shows the difference between 
humans and other animals. Contemporary science provides a wealth of 
evidence that other traits, which traditionally were considered to be human-
specific, are actually possessed by other species, mainly other apes. We can 
cite self-awareness, for example. Comparative psychologists have assumed 
the so-called “mirror test” (developed by Gordon Gallup, 1970)  as a 
rough indicator, which showed self-awareness not only in all great apes – 
the chimpanzee, bonobo, gorilla and orangutan – but also dolphins and 

	1	 See the beginning of Chapter 3.
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elephants. At the beginning of the 20th century it seemed that the ability to 
use tools, as a non-instinctive, complex behaviour, might also be specific 
to humans. However, Jane Goodall’s pioneering research on chimpanzees 
in the 1960s put paid to this view. It turned out that the remaining great 
apes, as well as some Old World monkeys (macaques) and New World 
monkeys (capuchins), and numerous other species, including birds, can 
use tools. Chimpanzees do not cease to amaze us: in 1999, the existence 
of cultural traditions was confirmed in chimpanzee groups, and in 2007 it 
was established that they use tools in hunting. Even making stone tools can 
be a problematic criterion for humanness – if the marks on bones dating 
back to 3.4 million years ago are confirmed as resulting from cutting with 
stone tools, it would imply that lithic technology predates the emergence 
of the genus Homo.2

Similar research may soon point to language as the only unambiguous 
qualitative difference between humans and other animals. The evolution 
of language takes up the challenge of formulating hypotheses which seek 
to verify how this human-specific and extremely complex trait could have 
emerged in the history of our evolutionary line.

	2	 Gallup test and Great Apes – see, for example, Heyes (1998), in elephants: Plotnik 
et  al. (2006), culture in chimpanzees:  Whiten et  al. (1999), hunting with 
tools: Prutez and Bertolani (2007); traces of using stone tools: McPherron et al. 
(2010).

 

 



Structure of the book

The first two chapters provide an introduction to our study. “The Beginnings 
of Language and Language Origins” report ideas on the genesis of language 
as it was cultivated in religion and philosophy, and which predate scientific 
inquiry into the evolution of language. The second chapter “Evolution, 
Evolutionism, Evolutionary Thinking” explains the notions and terms 
that are indispensable to understanding the later chapters. We then devote 
two chapters to the evolution of language itself. In Chapter 3, entitled 
“Evolution of Language: A Departure from Glottogenic Scenarios”, we 
discuss the historical and scientific background from which the science of 
language evolution and its research programme emerged; in the next chapter, 
“Preadaptations for Language”, we focus on reviewing the anatomical and 
cognitive dispositions which made the emergence of language possible. We 
devote the fifth chapter to the most important of these dispositions – coop-
eration. The concluding chapter of the book, “The Problem of Modality 
Transition in the Gestural Primacy Hypothesis”, focuses on a very specific 
issue which concerns one of the hypotheses of language emergence – the 
Gestural Primacy Hypothesis – and shows how arguments in language 
evolution are constructed and verified.

To make reading easier, we have compiled a glossary of the most 
important terms used in the text, and the main part of the monograph is 
supplemented with secondary texts, which constitute an extended illustra-
tion of the issues under discussion.

 

 





Chapter 1 � The Beginnings of Language and 
Language Origins

The history of enquiry into language origins shows how the emergence of 
language was regarded as a key issue from the earliest times – one that is 
crucial for understanding of what makes us human. Interest in the gen-
esis of language is universal – it appears in various cultural and histor-
ical periods, inspiring thinkers to construct scenarios of language creation 
based on contemporary evidence and ideas. In addition to emphasising the 
element of universality, this line of enquiry provides inspiration for con-
temporary researchers: questions posed in the distant past continue to at-
tract the attention of scholars. These include, for example, whether in the 
initial phase of its development, language imitated the sounds of nature or 
what the original modality of language was. Our reconstruction also has 
another, equally important goal, which is to raise awareness of the qual-
itative difference between speculations about the beginnings of language 
in even the recent past, and the strictly scientific approach adopted by the 
contemporary research on language evolution, the modern field of knowl-
edge that deals with the problem of language origins.

This chapter is divided into two parts. In Section 1.1, “Religious 
beginnings”, we discuss religious reflections on the beginnings of language, 
particularly the divine origin of language. Drawing on examples from both 
the occidental Christian and Jewish traditions, as well as that of India, we 
illustrate the universality of ideas about the origins of language and its 
diversification. Section 2.1, “Glottogenetic thought”, is devoted to natu-
ralistic scenarios of the emergence of language, which were formulated by 
European thinkers with the advent of the modern era.

1.1 � Religious beginnings

Reflection on the origin of language has always been present in thinking 
about what makes us human. The intellectual historian José Ignacio 
Cabezón notes that the problem of language is an important motif in reli-
gious discourse. Firstly, religious thinkers are interested in language as a 
medium of revelation, and the typical outlet of these investigations are the 
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conceptions of its divine origin (Cabezón, 1994). The Vedic doctrine of 
the deification of language (Sanskrit: vāc) or the biblical story of language 
diversification (Genesis 11: 1–9) are perhaps the best-known attempts in 
the history of religions to reflect on the nature of language and its origin. 
The next stage of religious reflection on language, which Cabezón calls “the 
scholastic phase”, focuses primarily on language itself: scholars are grad-
ually becoming aware of the complicated relationship between language 
and the reality, which leads to questions about the ontological and epis-
temological status of language description. Moving these considerations 
to a more theoretical plane enabled the formulation of more philosoph-
ically oriented views on language. In medieval thought, the dispute over 
universals, or general ideas, led to the demarcation of basic positions in 
reflections on meaning, such as realism, conceptualism, and nominalism. 
However, theories of meaning were also formulated in India, where the 
plane of debate was delimited on the one hand by the naturalistic concept 
of language created by Vedic orthodoxies from the mīmāṃsā school, and 
on the other, by the anti-essentialist (conventionalist) doctrine of apoha 
proposed by Buddhist scholars from the pramana school.

1.1.1 � On the divinity of language, the forbidden 
experiment, and the Adamic language

When it comes to religious discussions that may be valuable to studying the 
origin of language, attention should be paid to the problem of the innate-
ness of language and the nature of linguistic meaning. In a monograph on 
the evolution of language, Tecumseh Fitch (2010: 390) quotes the famous 
verses from Genesis (2: 18–20):

Now the Lord God had formed out of the ground all the beasts of the field and 
all the birds of the air. He brought them to the man to see what he would name 
them; and whatever the man called each living creature, that was its name. So the 
man gave names to all the livestock, the birds of the air and all the beasts of the 
field. But for Adam no suitable helper was found.

Fitch argues that since God did not know how Adam is going to name 
animals, the biblical author favours the arbitrary Saussurean notion of 
meaning. Such a definitive statement, without reference to the historical 
and philosophical context, carries the risk of simplifying the issue, which 
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in the theological traditions of Judaism, Christianity and Islam is known 
as the problem of the Adamic language (see e.g. Eco, 1995). For example, 
explanations referring to the Jewish tradition of midrash3 state that God 
bestowed a language upon Adam. This language was Hebrew. Such a con-
viction of the innateness of language, in this case Hebrew, was also very 
strong among medieval Christian thinkers, many of whom believed that 
a child left unattended would naturally speak Hebrew. There was a cruel, 
quasi-experimental procedure to test this hypothesis, which goes back to 
antiquity. The test, later referred to as the Forbidden Experiment, involves 
isolating the child from language stimuli (Shattuck, 1994: 41–46). Probably 
the most extensive “experiment” of this type was that commissioned by 
the Holy Roman Emperor Frederick II (1194–1250), who deprived an 
entire orphanage of contact with language (Shattuck, 1994: 41–46). The 
chronicler Salimbene reported that the imperial experiment failed, resulting 
in death of the orphans (see, for example, Coulton, 1906: 242–243 or 
Benzaquen, 2006: 111).

A major figure who contributed to the emergence of non-mythological 
reflections on language and its origins in Europe was Dante Alighieri 
(1265–1321). In his magnum opus The Divine Comedy, Dante discusses the 
problems of changeability and arbitrariness that would begin to characterise 
language after Adam’s fall. Hebrew, argues Dante, cannot be the language 
that Adam spoke in paradise, but rather a language that emerged from that 
spoken in Paradise even before the construction of the Tower of Babel:

The language I did use
Was worn away, or ever Nimrod’s race
Their unaccomplishable work began

(Dante, The Divine Comedy, Paradise,  
Canto XXVI, 124–126)

The poet, probably influenced by Thomas Aquinas (1225–1274), introduces 
a naturalistic element, expressing the conviction that while the shape of a 
given language is the result of historical influences, linguistic ability itself 
is innate to all people:

	3	 A rabbinic Judaic method of explaining the Hebrew Bible (Tenach) with the help 
of sentences and parables (see Rosik and Rapoport Introduction to the Jewish 
literature and exegesis of the biblical and rabbinic period, 2009: 318).
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That he speaks,
Is nature’s prompting: whether thus, or thus,
She leaves to you, as ye do most affect it.

(Dante, The Divine Comedy, Paradise,  
Canto XXVI, 130–133)

1.1.2 � Language as the object of investigation

The growing interest in the problem of language-to-world relations is 
characteristic of medieval thought. It became evident in the centuries-long 
debate about universals (i.e., general concepts) and the meaning of the 
names referring to them. In this intellectual climate, the biblical story of 
the origins of language was no longer taken literally. Alongside, there was 
a growth in the popularity of theological discussions concerning “the veil 
of language” – the belief that language conceals the true nature of reality. 
Among Christian thinkers, the most influential discussion of this problem 
comes from Augustine (354–430), who expresses the view that after the 
fall of Adam, cognition based on linguistic description is deceptive (De 
Doctrina Christian, cf. Fyler, 2010). Augustine, referring to philosophical 
solutions originating primarily from the Stoics, proposes a version of lin-
guistic scepticism, the source of which is the belief that after Adam’s fall, 
there was a permanent break between the word (signum) and the thing 
that it relates to (res) in language. Furthermore, in language itself, there is 
a gap between a word as a mental entity (verbum) and its external articu-
lation (vox, locutio), and consequently linguistic communication is indirect 
(it only guides language users to mental content), and unreliable (because 
the mental content differs from user to user) (De Trinitate, cf. Ferretter, 
1998: 261–264).

Augustine’s tendency to treat the biblical story in philosophical rather 
than historical terms was representative of both Christian and Jewish the-
ology of late antiquity and the Middle Ages, a tendency which Muslim 
thinkers joined later (Reeves, 2014). In this intellectual tradition, whose 
origins can be traced to Philo of Alexandria (10 BC–40 AD), Adam’s fall 
and the confusion of languages symbolise cognitive and communicative 
degeneration: man separated from God lives in a world of his own imagi-
nation and, owing to the imperfections of language, is never able to express 
himself in a full and unambiguous way (Reeves, 2014).
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Box 1.1 � The Tower of Babel Myth

An occidental myth that explains linguistic and ethnic diversity is the story of 
the Tower of Babel. According to the biblical message, after the Deluge there 
was only one language and one community, whose members built the Tower:

	 11.1	 The whole earth was of one language and of one speech
	 11.2	 It happened, as they travelled east, that they found a plain in the land 

of Shinar, and they lived there
	 11.3	 They said one to another, “Come, let’s make bricks, and burn them 

thoroughly.” They had brick for stone, and they used tar for mortar.
	 11.4	 They said, “Come, let’s build ourselves a city, and a tower whose top 

reaches to the sky, and let’s make ourselves a name, lest we be scattered 
abroad on the surface of the whole earth.”

	 11.5	 Yahweh came down to see the city and the tower, which the children 
of men built.

	 11.6	 Yahweh said, “Behold, they are one people, and they have all one 
language, and this is what they begin to do. Now nothing will be 
withheld from them, which they intend to do.

	 11.7	 Come, let’s go down, and there confuse their language, that they may 
not understand one another’s speech.”

	 11.8	 So Yahweh scattered them abroad from there on the surface of all the 
earth. They stopped building the city.

	 11.9	 Therefore the name of it was called Babel, because there Yahweh con-
fused the language of all the earth. From there, Yahweh scattered them 
abroad on the surface of all the earth. (Genesis 11.1–9)

The story of the Tower of Babel in the Torah plays on the meaning of the 
word Babel (balal), which means “confusion, disruption, chaos” (Cesare, 
2011: 56–57). According to some Jewish sources, the language of Abraham 
did not get confused because he left Babel and went to Caanan before 
the fall of the Tower (Sherwin, 2014; 83–84). However, according to a 
majority of Torah commentators, the original language has been lost forever 
(Cesare, 2011).

Such reflections have created an environment in which medieval scholars 
abandoned issues relating to the origin and the original form of the 
Adamic language in favour of discussions about how language relates to 
the world or the mind. As already mentioned, Augustine’s concept of the 
veil of language gave rise to scepticism (see e.g. the work of John Duns 
1266–1308), which later found expression in nominalism, questioning the 
intuition that language is a mapping of reality (e.g., Jean Buridan circa 
1295–1361) (Beuchot, 1996). On the other hand, speculative grammar 
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(Latin speculum, that is mirror) also gained adherents. It postulated that 
the structure of language, understood as part of the speech system, reflects 
reality through the ability of words to represent reality in three different 
ways (Latin modi significandi, hence “modism”): what a given thing is 
(modus essendi), how it is understood (modus intelligendi) and how the 
word referring to this thing fulfils the representational function (modus 
significandi) (Rogalski, 2008). Modists, and Roger Bacon in particular 
(1214–1294), were the precursors of the idea of “universal grammar” 
which assumes that the structure of all languages is fundamentally the same.

An important element for the development of reflection on language 
was the problem of arbitrariness. The best-known classical text discussing 
the arbitrariness of language is the Platonic dialogue Cratylus. The dia-
logue contrasts two views on the relation of words (Greek onomata) to 
reality: the first position, expressed in the text by Hermogenes, assumes 

Fig. 1.1:  The Tower of Babel by Pieter Bruegel the Elder https://commons.
wikimedia.org/wiki/File:Pieter_Bruegel_the_Elder_–_The_Tower_of_Babel_
(Vienna)_–_Google_Art_Project.jpg. DOA 12 June 2019.
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that the meaning of words is the result of a contract or convention (Greek 
sunthḗkē) and refers to the philosophy of the sophists. Cratylus is the adver-
sary of Hermogenes who claims that there is a natural relationship between 
names and their references, and thus proposes an onomatopoeic scenario 
for the genesis of words. Although the dispute is not settled by the end of 
the dialogue, it had a great influence on the philosophy of the Middle Ages. 
One of the commentators of that time was a Neoplatonist philosopher 
Proclus (412–485 AD), who stated that Plato himself had been a proponent 
of naturalism, understood as a motivated bond between the signifier and 
the signified (see Pickstock 2011: 259, note 21).

Based on Plato’s authority, naturalism contributed to the emergence of 
the medieval etymological tradition. Its best-known advocate was Isidore of 
Seville (560–636), the author of the voluminous work Libiri Etimologiarum 
(also Codex Etimologiarum). The goal that Isidore and his followers set 
themselves was to reconstruct forms of expression so that it would be 
possible to determine the original onomatopoeic relationship between the 
reconstructed word and its meaning. And so, Isidore argues: “[They are 
called] … lashes (flagrum) and floggings and scourges (flagellum) because 
they resound on the body with a whistling (flatus) and a crack” (Barney 
et al., 2006: 124).

However, in later medieval philosophy, which appreciated the com-
plexity of the relationship between language, the world, and the mind, 
the conviction regarding the conventional nature of linguistic meaning 
was articulated. The most influential version of conventionalism was pro-
posed by William of Ockham (1287–1347). The key concept of this idea is 
signification which, as Ockham states, consists of two basic types: verbal 
signification and conceptual signification. According to Ockham, verbal 
signification, which concerns the representation of individual words, is 
arbitrary (i.e., it is not based on the similarity between the word form 
and its meaning) and is an expression of a contract between users (e.g., 
English speakers use the form dog, while French speakers use the analo-
gous form chien). Verbal signification is different from conceptual signifi-
cation described by Ockham as involving natural signifiers – i.e. those that 
resemble in a justified way what they relate to, in the way that the concept 
of a dog captures the features common to many individual dogs. Ockham’s 
theory of signification separated the representations of word forms from 
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their conceptual content and equated conventionality with arbitrariness. 
These two threads, clearly visible over the centuries, have not lost their 
relevance and form the basis for the modern understanding of lingusitc 
meaning in Ferdinand de Saussure’s work (1916) on the one hand, and on 
the other in the works by Charles K. Ogden and Ivor A. Richards (1923).

Jewish tradition

A similar change took place in the Jewish intellectual tradition. The view 
of the natural relationship between the word and the meaning occupied 
an important place in religious currents such as the Kabbalah or the exe-
getical tradition of midrash (Hebrew: Midrashim), where religious experi-
ence is often understood as finding a pure language – the “breath of God” 
(Hebrew: ruach elohim), which is key to understanding the divine and 
earthly realities (Cesare, 2011: 89). The original version of naturalism was 
developed by the influential Kabbalist Abraham Abulafia (1241–1291), one 
of the leading scholars of the medieval Kabbalah. Abulafia refers to gema-
tria, or numerology based on the Hebrew alphabet, and aims to show that 
Hebrew is the model for all languages, illustrating his considerations with 
examples from such languages as Arabic, Basque, Greek and Latin (Idel, 
1989: 1–26). On the other hand, Philo of Alexandria espoused naturalism, 
referring to the Greek philosophy of language. Although the Kabbalistic 
fascination with Hebrew has never disappeared, there was a significant, 
intellectual change in the mainstream Jewish thought. This stems in par-
ticular from the thought of Moses Maimonides (1138–1204), one of the 
greatest minds of the Middle Ages, who inspired Thomas Aquinas and 
contributed to the creation of scholastic philosophy. Maimonides consis-
tently fought against Jewish mysticism, including the view of the special 
status of Hebrew, which he believed had the same power of expression as 
other languages (Kellner, 2006: 166). His views on meaning, influenced by 
both Plato and Aristotle, could be described as conceptualism, similar to 
Ockham’s proposal, whose characteristic feature is treating the linguistic 
sign (Greek semeion, Hebrew, simman) as a symptom indicating the exis-
tence of a concept or an idea in the mind of the language user. Maimonides 
used this theory of meaning as an argument for his negative theology, 
according to which the category of divinity is completely beyond human 
comprehension: if language, in Maimonides’ approach, refers primarily to 
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concepts and ideas in the human mind, it does not grant any possibility of 
describing the attributes of God, even with the use of metaphors or other 
non-literal devices (Benor, 1995).

1.1.3 � Reflections on language in Indian philosophy

Interestingly, the dispute between linguistic naturalism and convention-
alism did not take place only in Western circles. The best-known non-
occidental version is found in classical Indian philosophy, where the cult 
of the Vedic scriptures and the role of Sanskrit were conducive to the devel-
opment of naturalistic views. They became the foundation of the philos-
ophy of mīmāṃsā, whose adherents, through the deification of Sanskrit, 
sought to defend the authority of the Vedic scriptures. They argued that 
words as ideal objects (Sanskrit: pada) have different physical, or phonic, 
realisations (Sanskrit: dhvani). Sometimes words are spoken quietly, some-
times loudly, sometimes clearly, sometimes vaguely. In spite of this insta-
bility, words invariably refer to appropriate meanings. This is because, due 
to their internal potency (Sanskrit: sakti), words refer to substantially exis-
tent general properties (Sanskrit: sāmānya) with which they are naturally 
associated (Sanskrit: svābhāvikaka). The natural and direct relationship 
between words and general properties is particularly marked in the case of 
terms from Vedic Sanskrit, which is regarded as a language par excellence 
(see Dreyfus, 1997: 214–213; Żywiczyński, 2004).

Supporters of this school believe in the divine nature of language, espe-
cially Sanskrit, which has existed since the beginning of the Indian civili-
sation. An important expression of this view is the cult of Vāc – the Hindu 
goddess of speech. She is mentioned in the Rigveda, the oldest part of the 
Vedas. According to a later myth, the world was created by the union of 
Prajāpati, the creator of creatures, and the goddess Vāc. Similarly to the 
Greek logos, Vāc is viewed as an intelligible principle of the world; however, 
in contrast to the Greek conception, Vāc is not an abstract principle, but it 
exists as Sanskrit stanzas of the Vedic revelation (Dreyfus, 1997). The Hindu 
concept of language diversification contains a story similar to the Biblical 
message, in which the “Tree of the World” (Sanskrit: aśvatthahvṛksha, 
often identified as Ficus religiosa) decided to grow to such an extent that 
all people could find shelter beneath it. The god Brahma punished the 
proud tree, cutting off and scattering its branches across the earth, out 
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of which banyan trees (Ficus benghalensis) sprouted, thus giving rise to 
various languages and customs (Doane, 1910: 36). Unlike Christians and 
Jews, Hindus did not argue about the language that had prevailed before 
the diversification and agreed that the original language – Sanskrit – was 
preserved in the Vedic scriptures.

The radical naturalism of mīmāṃsa – which resembled some conceptions 
of the Adamic language – met with opposition coming both from those 
who acknowledged the spiritual authority of the Vedas, and those who 
followed heterodox religious currents, mainly Buddhism. The most influ-
ential anti-naturalistic position was articulated within Buddhist philos-
ophy (Dreyfus, 1997; Żywiczyński, 2004). According to the traditional 
Buddhist ontology, only what is momentary, literally what only lasts for 
a moment (Sanskrit: kṣaṇa), has the status of “being” (Sanskrit: bhāva). 
Speaking in the language of Buddhist philosophy, only momentary enti-
ties have “causative power” (arthakriyāśakti), i.e. the power to create 
further temporary entities. In the dualistic conception of abhidharma, 
such a capacity is characteristic of the sets of atoms disintegrating after 
a while (Sanskrit: paramāṇu), whose disappearance brings to life the 
aggregations of atoms existing in the next moment, as well as discrete 
moments of consciousness (Sanskrit: vijñāna), which are the cause of the 
subsequent moments of consciousness. The Buddhist doctrine of tempo-
rality (Sanskrit: kṣaṇika) denies that phenomena that make up the world 
of everyday experience, such as material objects or personality traits, 
have the status of being. Since, as argued by Buddhist philosophers, 
language (Sanskrit: śabda) refers to such phenomena (arthasamanya, lit-
erally “an object’s generality”), it therefore acts to reinforce the illusion 
of permanence. Hence, in the philosophies of mīmāṃsa and Buddhism, 
there are two extremely different concepts of language: on the one hand, 
language is seen as the key to understanding reality; in the other ap-
proach, language is responsible for hiding the nature of reality (cf. the 
“veil of language”, above).

1.1.4 � Summary

In this section, we have tried to capture the themes that characterise 
traditional reflection on language and its origins. The religious phase is 
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defined by a belief in the divine origin of language. Language is sancti-
fied because it comes from a deity, or is itself a deity, as in the case of 
the Hindu goddess Vāc, or its creation is at least inspired by the deity. 
Deification of language is usually combined with semantic naturalism, 
according to which words (e.g. of the original Hebrew, as believed in the 
Kabbalistic tradition, or of Vedic Sanskrit, as believed by Mīmāṃsiks) 
are not accidental but express the essence of their referents. Thus under-
stood, the language not only reflects reality in an undistorted way, but 
also becomes an ordering principle: in Abulafia’s approach, the biblical 
Hebrew is the model of all languages, while the supporters of mīmāṃsa 
go even further and believe that Vedic Sanskrit is the intelligible prin-
ciple of the world. Traditional religious approaches to the origins of 
language, apart from the problem of its very origin, suggest mythological 
explanations of polylingualism (the existence of a multitude of languages). 
Language diversification is presented as a result of a divine intervention, 
which is usually negatively evaluated as the loss of a language common 
to all people. Although our discussion refers only to a selection of issues 
of the occidental and Indian philosophies, according to the findings of 
anthropologists and religious scholars, myths about the divine origin of 
language and its diversification are a common mythological motif (see 
e.g., Allison, 1971 or Carneiro, 2001).

The second phase of the traditional reflection on language and its 
origins, referred to as the “scholastic” phase by Cabezón, took place 
apparently only within the occidental, Indian and probably Chinese 
thought. The characteristic feature of this new approach was stepping 
away from a literal interpretation of the sacred texts – in the Christian 
tradition, this is visible in Augustine, and in the Judaic tradition, in 
Maimonides. The naive conviction about the natural bond between 
words and things was replaced by a reflection that emphasises the com-
plexity of the relationship between language, the world and the mind, 
and that often does not trust the knowledge mediated by language (see 
“veil of language” by Augustine or the linguistic scepticism in Buddhist 
philosophy). In early modern Europe, this state of reflection on language 
clashed with changes caused by the Copernican revolution, which gave 
rise to research into language origins as a part of a new, scientific 
approach.
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1.2 � Glottogenetic thought: A naturalistic 
concept of language emergence

As noted by Gordon Hewes (1977a: 98), an important condition for the 
development of naturalistic concepts of language origins was the increase 
in knowledge about distant countries and populations, resulting from the 
Age of Discovery at the turn of the 15th and 16th centuries. This kind of 
speculation will be referred to as “glottogenetic reflection”, to contrast it 
with both the earlier thought on the origins of language referring to reli-
gious revelations and the strictly scientific approach within the “evolution 
of language”.

1.2.1 � How to recover from the state of nature?

Interest in the “wild” man was connected with questions about the uni-
versal features of humanity and the nature of civilisation. In this context, 
views on the origin of people and language that contradicted biblical 
stories gained popularity. Giordano Bruno revived the pre-Adamism of 
the late antiquity, which denied that all people came from the biblical 
Adam (Graves, 2003: 25). What is more interesting, however, was the 
search for naturalistic explanations of how people had left the state of 
“savagery”, gaining the attributes of humanity, among which was language 
(see Hewes, 1977a: 98). Even in ancient philosophy, there had been threads 
that anticipated such reflection. Although most of the ancient Greeks and 
Romans adhered to the belief that language was given to people by gods, the 
Epicurean tradition attempted a naturalistic explanation of how language 
had originated. Epicurus argued that words (onomata) arose as a natural 
expression of internal emotional states and concepts, which then underwent 
conventionalisation within particular ethnic groups:

So, originally it was only in virtue of express agreements that one gave names to 
things. But men whose ideas and passions varied according to their respective na-
tions, formed these names of their own accord, uttering divers sounds produced 
by each passion, or by each idea, following the differences of the situations and 
of the peoples.

(Diogenes Laërtius Letter to Herodotus X)

The development of this concept can be found in Lucretius, in the poem 
De rerum natura, along with an interesting analogy in which the creation 
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of the first words is compared with gestures made by a child who is not 
yet able to speak.4

The return to ancient philosophy and naturalistic thinking, which 
lay at the basis of the Renaissance, contributed to the popularity of the 
Epicurean view on the beginnings of language. Pierre Gassendi (1592–
1655), a prominent mathematician and Catholic priest, argued in favour 
of empiricism in Syntagma philosophiae Epicuri.5 Another Catholic priest, 
the biblical scholar Richard Simon (1638–1712), wrote Histoire critique 
du Vieux Testament (A Critical History of the Old Testament), in which he 
fiercely opposed the view of the divine origin of language (see Formigari, 
1988: 8). In turn, the lawyer Samuel von Pufendorf (1632–1694) in De 
Jure, discussed the issue raised by both Epicurus and Lucretius that the 
conventionalisation of language resulted from the progress of civilisation, 
which required a new means of coordinating actions (Formigari, 1988: 29).

Vico

Giambattista Vico (1668–1744) also advocated the Epicurean rationale for 
the origins of language (Formigari, 1988: 276) although he did not avoid 
criticising Epicurean philosophy for its materialistic reductionism (Vico, 
[1725] 1948: 90–92, 150, 210–211). In his work, The New Science (Scienzia 
Nuova, 1725), he presents the hypothesis that the first language, which he 
describes as the language of gods, did not have a vocal form, but relied on 
gestures, pictograms, artefacts and religious rituals. This communication 
system used analogy and iconicity as the basic tools for conveying meaning, 
and was a natural system in which semantics was based on similarities – 
literal or metaphorical – between the form of the sign and its reference 
(Vico, [1725] 1948: 125–126). Referring to Plato and Iamblichus (245–325 
BC), Vico claimed that the inhabitants of Atlantis communicated using 
such a language. In the next era (i.e. during the “age of heroes”, according 

	4	 For an overview of the concept of the origin of language in Epicurus and 
Lucretius, see Reinhardt’s “Epicurus and Lucretius on the Origins of Language” 
(Reinhardt, 2008).

	5	 Full title: Syntagma philosophiae Epicuri: cum refutationibus dogmatum quae 
contra fidem Christianam ab eo asserta sunt. Lyon: Guillaume Barbier, 1649.
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to Vico’s chronology), language underwent gradual conventionalisation 
without losing its original metaphorical character, and the dominant form 
of its expression was poetry. In the last era, which Vico called the “age of 
people”, language was already a system of conventionalised graphic and 
vocal symbols that enabled the expression of thoughts. The author of The 
New Science argued that the three stages of development, which mark 
the epochs of the gods, heroes and people, determine the general devel-
opment of humanity, the development of individual communities, as well 
as the child’s development. According to Vico, in the development phase 
corresponding to the age of gods, children primarily try to understand the 
surrounding creatures and objects with the help of perceptual attributes; in 
the second, heroic phase, children identify with the heroes of the cultures in 
which they are raised, and with the power of fantasy they create innumer-
able imagined situations and roles; in the end, the transition from childhood 
to adulthood is connected with the acquisition of abstract thinking, which 
marks the entry in the age of people (Vico, [1725] 1948: 66–70, see also 
Danesi, 1993: 64–66). One should therefore consider Giambattista Vico 
not only one of the first proponents of the idea of gestural protolanguage, 
but also a pioneer in postulating a relationship between onto- and phylo-
genetic processes.

The beginnings of comparative research

Vico and other thinkers of the 16th and 17th centuries working in the 
Epicurean tradition articulated the evolutionary conviction that humans 
obtained such features as rationality, socialisation, or language through the 
influence of natural causes. Thus began the erosion of the barrier between 
animals and humans that traditionally characterised intellectual discourse in 
Europe. Of course, the old view still had many prominent supporters, such 
as Descartes (1596–1650), who believed in the total separation between 
people, characterised by rationality, and animals – creatures devoid of 
internal experiences and resembling machines. To him, it was the use of 
language that was a testimony to this qualitative difference between people 
and animals, which attested that people had souls and thoughts, whereas 
animals lacked these qualities.

On the other hand, the exploration of the fauna of Africa, Asia and 
America made Europeans aware that species similar to humans existed. It 
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is in this context that we see the birth of comparative research. A Dutch 
physician Nicolaes Tulp (1493–1674) made the first dissection of an African 
ape, and was surprised by its morphological similarity to humans (Hewes, 
1977a: 99). Edward Tyson (1651–1708) is considered to be the father 
of comparative anatomy, and his book Orang-Outang,6 published at the 
dawn of the Enlightenment (1699), exerted a great influence on the per-
ception of relations between apes and humans. The title Orang-Outang 
does not refer to the orangutan (Pongo), the ape that lives in the forests of 
Borneo and Sumatra. Tyson, exploiting the original meaning of the term 
(which in Malay means “inhabitant of the forest”), applies it to the chim-
panzee (Pan) (1699: 3–5) and, having dissected it, describes the animal’s 
anatomy in detail. While it is not known if it was a common chimpanzee 
(Pan troglodytes) or a bonobo (Pan paniscus), Tyson concludes that the 
specimen was more related to humans than to primates, and further states 
that neither the structure of its larynx nor the brain would preclude the use 
of language by such a creature (Hewes, 1977a: 99).

During this period, it was uncertain who should be included in the species 
Homo sapiens and who is able to use language. Europeans often refused 
to regard the members of tribes they considered wild as “human”. When 
in 1502 Sebastian Cabot brought natives from an expedition to the Arctic 
and exhibited them in London, a witness to this event described the arrivals 
as representatives of a primitive species whose speech was like that of 
beasts (Nash, 2009: 56). Although Pope Paul III in his Papal bull Sublimus 
Deus (1537) stated that Native Americans are humans, which opened the 
possibility for missionary work in America, the discussions regarding to 
what extent they were humans lasted a long time (Robe, 2009: 47–51). 
Such doubts concerned not only the inhabitants of the Americas, but also 
those who lived in other, little-known parts of the world. For example, in 
17th-century England, the Hottentots, or members of the Khoikhoi ethnic 
group inhabiting South Africa, were generally considered to be animals. 
A preacher who visited the Cape of Good Hope in 1615 argued that they are 
“beasts in the skin of men, rather than men in the skins of beasts”, and their 

	6	 Full title Orang-Outang, sive Homo Sylvestris: or, the Anatomy of a Pygmie 
Compared with that of a Monkey, an Ape, and a Man.
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speech is “an articulate noise rather than language, like the clucking of hens 
or gobbling of turkeys” (Novak, 2009: 188). Thomas Herbert (1606–1682) 
spoke in a similar fashion on the pages of a popular travel book Some 
Yeares Travels into Africa and Asia the Great, where he suggested that the 
language of Hottentots was something between a human language and 
sounds produced by animals; when speaking of this ethnicity, he concluded 
that they are the descendants of satyrs, mentioned in the writings of ancient 
authors (Novak, 2009: 188).

It was not only preachers and travellers who encountered problems with 
the definition of “human”, but also those who constituted the intellectual 
avant-garde of Europe at that time. Even in the 18th century, which was the 
golden age of taxonomies, there was a belief among many naturalists that 
there are inferior forms of the human species – subhumans – which were 
collectively referred to as Homo ferus or “wild men”. This conviction was 
shared by the inventors of biological systematics, Carl Linnaeus (1707–
1778) and Georges-Louis Buffon (1707–1788) (see Burke, 2009: 266). In 
subsequent editions of his work Systema Naturae (1735–1758), Linnaeus 
worked on the definition of Homo (which he did not cosider a genus but a 
spieces), which included – as a morpha – Homo sapiens (Burke, 2009: 266), 
and finally, in the tenth edition, presented a complete description of the spe-
cies. He distinguished two varieties: Homo sapiens and Homo troglodytes. 
Homo sapiens included types corresponding to four races:  American, 
European, Asian and African, as well as Homo ferus, the wild man who 
was hairy all over his body, moved on four limbs and was supposed to be 
mute. In turn, representatives of the troglodytes species were to be active 
at night, live in caves and have a communication system that was based on 
hissing and whistling.

Linnaeus’ disciple Christianus Hoppius focused on “organising” the 
taxonomic description of man, and described five varieties of the Homo 
species: along with Homo sapiens, there was Homo troglodytes, Homo 
caudatus, who supposedly had a tail and lived on the archipelago of the 
Nicobar Islands, Satyrus tulpii (chimpanzee) and Pygmaeus edwardii 
(orangutan) (Burke, 2009: 266–270). One may smile when reading about 
Linnaeus’ and Hoppius’ classification ideas, which were used by the founder 
of biological anthropology, Johan Friedrich Blumenbach (1752–1840), but 
it should be remembered that large areas of the world in the 18th century 



Glottogenetic thought 33

remained unknown to Europeans and all travel revelations aroused interest 
and stimulated the human imagination.

The efforts of Linnaeus and other biologists of this period testify to 
the difficulty of carrying out the taxonomic characterisation of humans. 
Comparative primatology was in the initial stages of its development (see 
Tulp and Tyson above), and there was simply a lack of empirical material 
to establish species-specific differences between apes, including the defini-
tion of Homo sapiens. This state of affairs was conducive to various kinds 
of speculation that derived inspiration from travellers’ tales. The problem 
of language as characteristic of the human species occupied an important 
place in these speculations. On the one hand, as already noted, a popular 
view assumed that at least some non-Europeans lack language, and their 
speech bears strong similarities to the communication of wild animals; 
on the other, it was also argued that great apes either have language or 
are able to learn it. We have already mentioned that Tyson was a sup-
porter of the latter position. Samuel Pepys (1633–1703), in his famous 
Journal ([1666] 1970), describes a primate brought from Angola (it remains 
unknown whether it was a baboon or a chimpanzee) and wonders whether 
it would be possible to teach it to speak or communicate with manual signs 
(cf. Hewes, 1975: 5–6). Julien Offray de La Mettrie (1709–1751), one of 
the first advocates of French materialistic thought, wrote Machine Man 
(L’homme machine [1748] 2011), in which he not only states that apes 
are able to learn a language, but also proposes how to achieve this goal. 
La Mettrie was keenly interested in attempts to create sign languages for 
the deaf, which were described in The Talking Deaf Man (1692, Surdus 
loquens) by the sign language pioneer Johan Konrad Amman (1669–1724). 
La Mettrie expresses the view that an ape would be able to acquire a 
language if it were to be taught using the system that Amman ([1692] 
2009) adopted in his work with deaf people. What is more, the French 
thinker concludes that a properly raised ape could be completely socialised 
and become a “real human being, a small man of the town” (La Mettrie, 
[1748] 2011: 35; cf. Hewes, 1975).

Monboddo

In 18th-century Britain, a figure that drew attention to the problem of 
language origins was an eccentric Scottish judge, James Burnett, better 
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known as Lord Monboddo (1714–1799).7 In a six-volume study entitled 
Of the Origin and Progress of Language (1774) he presented a naturalistic 
account of the emergence of man and language, which referred to the latest 
biological and ethnographic findings. Monboddo devoted a lot of attention 
to the principles governing the development of languages. He argued that 
the original languages consisted of monosyllabic words in the imperative 
mood. He tried to explain the phonetic and grammatical changes that led to 
the formation of many different languages as a result of migration and social 
change. Monboddo, for the purposes of his speculations, drew examples 
from non-European languages – Tahitian, the Huron language, Indian 
Caribbean languages, Eskimo, Algonquian and Araucanian languages – 
and it would be perfectly reasonable to call him the father of comparative 
philology. It was comparative reflections that led him to the idea of mono-
genesis of both language and man.

Monboddo shocked the British public with the thesis that man had 
evolved from an ape. Citing Tyson, he claimed that the “orangutan” (the 
name used to refer to apes at the time) and man belong to the same species 
(1774, vol. 1: 360). In addition, citing in turn his own informants, he argued 
that these “orangutans” exhibit socialisation, characteristic of humans, and 
have rudimentary technology, although they lack language:

Orang-outangs live together in society; act together in concert, particularly in 
attacking elephants; build huts, and no doubt practise other arts, both for sus-
tenance and defence: … they may be reckoned to be in the first stage of human 
progression, being associated, and practising certain arts of life; but not so far 
advanced as to have invented the great art of language. (Monboddo, 1774, vol 
1: 268–269 in Lovejoy, 1933: 285)

Monboddo’s descriptions of apes are often full of sentimentalism, and he 
does not hesitate to attribute such qualities as modesty, honour, justice, 
and civility to “orangutans” (1774, vol 1: 289–293). When it comes to the 
origin of man, Monboddo proposes an evolutionary scenario, according to 
which people were not originally different from the “orangutans” described 
above, and even exceeded them in brutality (1774, vol 1: 147). However, 
thanks to the innate pursuit of perfection, man has gradually grown out 

	7	 The reconstruction of Lord Monboddo’s views is based on the works of Arthur 
Lovejoy (1933) and Alan Barnard (1995).
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of the state of nature by creating language, institutions of social life and 
intellectual culture (1774, vol 1: 360, 437–441). According to the influen-
tial historian of ideas, Arthur Lovejoy, Lord Monboddo – with the thesis 
that man evolved from an ape – should be considered the first British advo-
cate of biological evolution, whose work preceded the classic exposition 
of evolutionism by Erasmus Darwin (1731–1802) Zoonomia (1794–1796) 
(Lovejoy, 1933: 289).

The Scottish thinker was also interested in the discussions of wild or feral 
children, who had captured the imagination of many in Europe at the time. 
Monboddo himself visited one of them – Peter the Wild Boy (c. 1711–1785, 
German: Wilder Peter von Hameln), a handicapped boy who was found 
in 1726 near Hamel in northern Germany. Peter had fed on plants found 
in the forest and walked on all fours; he never learned a language. When 
Monboddo visited him in 1782, 70-year-old Peter had been in England for 
many years and, as the author of Of the Origin and Progress of Language 
reported, Peter could only barely pronounce two phrases: “Peter” and 
“King George” (1811, see Hewes, 1977a: 15). For Monboddo, Peter was 
a link between an orangutan and a fully formed man; he argued that Peter’s 
lack of language shows that man in a state of nature, like an orangutan, 
does not have language, and can only acquire it through a process of civi-
lisation (Novak, 2009: 194–196).

Another thinker who was particularly concerned with feral children was 
Jean Marc Gaspard Itard (1774–1834). His work, Mémoire et Rapport sur 
Victor de l’Aveyron, ([1801] 1802) tells the story of a wild child, Victor 
(1788–1828), and Itard’s efforts to teach him to speak. For many months 
Itard tried to teach Victor to speak French through laborious exercises 
which involved imitation.8 Although Victor – as Itard says – had properly 
developed senses, was in full mental power and was able to communicate 
using gestures and pantomime, the efforts to teach him language failed.9 
Itard concludes with the view that imitative abilities, which he saw as 

	8	 Although Itard knew of attempts to create sign languages, undertaken by the 
Parisian school for deaf-mutes (L’Institut National des Sourds-Muets) and else-
where, he did not decide to teach his pupil any communication system that 
would be based on signing.

	9	 Victor grew to say two French phrases: lait (“milk”) and Mon Dieu (“My God”).
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primarily enabling language acquisition, disappear with puberty: “It may 
be observed, that this imitative power, adapted for the education of all his 
organs, and especially for the acquisition of speech, although very ener-
getic and active during the first years of life, is rapidly enfeebled by the 
progress of age, insulation, and from all other causes which tend to deaden 
the nervous sensibility” ([1801] 1802: 144). Therefore, it can be said that 
Itard is the author of the first formulation of the critical period hypothesis.

In the Enlightenment, a lot of reflection on the origin of language was 
focused on the issue of how humanity had managed to emerge from the 
state of nature. It was debated whether humans had been noble in nature, as 
Vico, Rousseau or Monboddo maintained, or whether we had been selfish 
and brutal, as Hobbes argued in Leviathan (1588–1679), and whether 
language and socialisation were characteristic of man already in the wild 
state, or were they the result of the process of civilisation.

Mandeville

An increasing number of thought experiments began to be formulated about 
what sort of communication system would be developed by children left out-
side society. The character of this hypothetical communication system was 
thought to resemble the original language of mankind. In the second edi-
tion of the famous economic and social poem entitled The Fable of the Bees 
(1728), Mandeville stated that children would use gestures because gestures 
are humanity’s most natural form of communication and have more expres-
sive power than speech. He further argued that gestural communication 
would be accompanied by cries associated with emotions which, according 
to Mandeville, were innate to all human beings (1728: 286–287).

The expressive potential of gestures and the innateness of emotional cries 
led Mandeville to the thesis that the original human communication system 
had to be based on these two types of signals. He assumed that many gen-
erations must have passed before this gestural-exclamatory protolanguage 
could evolve into vocal language, and regarding the reason for the change in 
modality, he stated that sound is better at communicating phenomena that 
are not grasped by the senses. He also highlighted the role of children in the 
development of language, and spoken language in particular. In doing so, he 
appealed to the view already present in his day that children’s articulators have 
greater plasticity that those of adults.
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Condillac

Historical reconstructions often identify Étienne Bonnot de Condillac 
(1715–1780) as the author of the gestural hypothesis of the origin of 
language, ignoring Mandeville (see Johansson, 2005), or mentioning him 
only briefly (Hewes, 1975, 1976, 1977b; Fitch, 2010). The description of 
the origin of language presented in Condillac’s work Essai sur l’origine 
des connaissances humaines, (Essay on the Origin of Human Knowledge, 
[1746] 1756), was widely known and discussed during the Enlightenment 
in Europe, mainly due to the influential role that its author played in the 
intellectual life of the time. However, it should be noted that although the 
French thinker never refers to Mandeville, Condillac’s narrative is a fairly 
faithful copy of the scenario which Mandeville presented in The Fable of the 
Bees.10 In the second part of the Essay on the Origin of Human Knowledge, 
Condillac proposes the same thought experiment: two children, a girl and a 
boy, find themselves in the wilderness and live in seclusion before they gain 
a knowledge of any language. Condillac asks whether they will discover 
a language themselves, and if so, what it will be and how it will develop 
among the couple’s descendants ([1746] 1756: 169–170)?

Unlike Mandeville, the French philosopher, who was also a Catholic cler-
gyman, puts his story in a biblical context, proposing that the isolation of 
children was caused by the Deluge. However, the course of the experiment 
itself is told in a fashion similar to what we find in Mandeville’s writings. 
Condillac states that children will begin to communicate with each other 
using a natural language consisting of emotional cries accompanied by the 
movements of the entire body ([1746] 1756: 172). Repetition of these vocal-
pantomimic combinations will lead to their conventionalisation, which 
will accelerate the communication process, and sharpen mental abilities, 
thanks to which the language users will be able to create more panto-
mimic signs ([1746] 1756: 173–174). Subsequent explanations refer back 
to Mandeville’s scheme – the emergence of vocal language is going to take 

	10	 This similarity was noticed and described by Frederick Benjamin Kaye (1924). 
The following description is based on Kaye’s analysis. Condillac had access to 
a French translation of Mandeville’s work, which appeared in 1740, 6 years 
before the publication of the Essay on the Origin of Human Knowledge.
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a long time mainly due to the “stiffness of the tongue”, and successive gen-
erations of children will be responsible for its development because they 
surpass adults when it comes to the elasticity of their articulatory organs 
([1746] 1756: 174–175). Another factor which, according to Condillac, 
will impede the development of spoken language is the great expressive-
ness of pantomimic communication, or – as he described it – the “dance of 
gestures” and the “dance of steps”. For a long time, language would have 
exploited two modalities: the visual and the vocal. Condillac even sought 
to document the existence of bimodal languages, citing for example the 
testimony of Herodotus and the Old Testament ([1746] 1756: 176–177).

As already noted, Condillac was an influential figure in French intellec-
tual life. He was a close friend and collaborator of Denis Diderot (1713–
1784) (he prepared several entries for Diderot’s Encyclopaedia) and of 
Jean-Jacques Rousseau. Condillac was also a member of the Académie 
française, the first academic society in the world, founded in 1635. Certainly, 
Condillac’s position contributed to the popularisation of his version of the 
story of the beginnings of language at the expense of Mandeville’s narra-
tive. More importantly, the Mandeville/Condillac scenario was in line with 
the 18th century state of knowledge about man, from both a biological 
and a cultural perspective, which certainly contributed to its popularity. 
Their story referred to the taxonomic ideas of Linnaeus, nascent research 
on primates, as well to the studies of feral children and the deaf. It was in 
keeping with the beliefs of what a Homo ferus is and how human nature is 
influenced by civilisation (Homo politus). No wonder that Condillac’s ac-
count was widely accepted by thinkers of the Enlightenment. Even scholars 
who were not interested in studying the origins of language, such as Diderot 
or Voltaire, accepted his solution because at the time it seemed to make the 
most sense (see Hewes, 1975: 6, 1976: 483).

Rousseau

Jean-Jacques Rousseau (1712–1778) was another intellectual giant of the 
Enlightenment who put forward a scenario of language emergence. For 
the Genevan thinker, an explanation of the emergence of language was 
an important element of his theory of the development of humanity. His 
view of human development expressed antinomic motifs: on the one hand, 
the apotheosis of the wild state in which man once lived; on the other, 
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Tyson’s orangutan – an ape deprived of language. However, it should be 
remembered that Rousseau, especially in the Discours sur l’origine et les 
fondements de l’inégalité parmi les hommes (1755), distinguishes the state 
of nature from the state of savagery.11 Man in the state of nature leads 
an animal life that Rousseau compares to the life of a gorilla – lonely, 
focused on physical needs, and free from any moral constraints (cf. Lovejoy, 
1923: 170–173).

Though far from ideal, living in the state of nature, in the bonté naturelle, 
gave man much more happiness, despite the fact that it was a happiness 
derived entirely from physicality, unregulated by social norms (Lovejoy, 
1923:  171). The progress of humanity began as struggle for survival 
described by Rousseau in a truly Darwinian (or Spencerian) style: when 
it was more difficult to obtain food, man began to compete more with 
other species, being often attacked by carnivorous animals: “[n]‌ature treats 
them in exactly the same way as Spartan law treats the children of citi-
zens; it supports and strengthens ones’ in shape, and kills all the others…” 
([1755] 1965: 145). This led to the development of a typically human 
characteristic – le caractère spécifique de l’espèce humain – intelligence, 
understood by Rousseau as the skill of self-improvement, faculté de se 
perfectionner (Lovejoy, 1923: 174). This feature was initially used for sur-
vival and facilitated the invention of primitive tools, weaponry, control of 
fire, and adaptation to life under different environmental conditions, which 
enabled man to explore and grow in population. In this way, the benefits 
of intelligence gradually led humanity to change their way of life – from an 
animalistic existence in which people, driven by l’amour de soi-même, cared 
only for their individual well-being, to a socialised life that was dominated 
by l’amour propre – a tendency to compare with others and to compete 
for power, recognition, or material goods (Lovejoy, 1923: 178). In this 
way, civilisation pushed man towards egotism and the constant discontent 
resultant from it. The intermediate level between animalistic and civilised 
life was the state of savagery, understood by Rousseau to be the first stage 
of social development based on a patriarchally organised family. Savagery 

	11	 The reconstruction of Rousseau’s views on social evolution presented in the 
book is based on Lovejoy’s work The Supposed Primitivism of Rousseau’s 
“Discourse on Inequality” (Lovejoy, 1923).
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allowed people to enjoy the achievements of civilisation without losing 
themselves in the egotism characteristic of later hierarchical communities 
(Lovejoy, 1923: 179). For this reason, the epoch of savagery – or of sociétés 
naissantes – was, according to Rousseau, the best period in human evolu-
tion, and it was at this level of development that he placed the “savage” 
peoples from travellers’ descriptions, glorifying the simplicity of morals and 
political egalitarianism which he attributed to their mode of life (Lovejoy, 
1923: 179–180).

Rousseau’s views on the origins of the language, which he presented 
primarily in the Essay on the Origin of Languages (L’Essai sur l’origine 
des langues, published posthumously in 1781) and partly in his peda-
gogic treaty Emile, or On Education (Émile, ou De l’éducation, 1762), 
are strongly associated with his theory of social development. In the state 
of nature, man did not have language, although he was able to express 
simple ideas with gestures and emotional cries (see Hewes, 1976: 484). The 
development of intelligence and the progress of socialisation resulted in an 
ongoing improvement of this basic system of communication. Gradually, 
two communication modalities were adopted for separate functions: the 
pantomimic-visual modality was used to communicate everyday events 
and objects, while the voice was used to express emotions and excite 
others with melodies (Hewes, 1976: 484). Although Rousseau accepted 
Condillac’s scenario, in the Essay on the Origin of Human Knowledge 
([1746] 1756) he objected to the assumption that the mere use of 
pantomimic-vocal language transmitted from generation to generation of 
users will lead to the emergence of a modern language based on articu-
lated sounds and conventional meanings. According to him, the emergence 
of articulated speech and a system of fully conventionalised signs that 
could refer to abstract concepts developed as a result of the migration of 
people to the north (Hewes, 1976: 484). More difficult living conditions 
were conducive to the emergence of larger and more organised communi-
ties, which in turn required a better means of coordinating activities, i.e. 
a more conventionalised communicative system, for the development of 
which – according to Rousseau – the vocal channel was more suitable than 
the visual one (see Hewes, 1976: 484). In the treatise Emile Rousseau dis-
consolately states that this change made the human voice lose its original 
expressive-musical function (Hewes, 1976: 484).
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Herder

The essay contests organised in Berlin by the Royal Academy of Sciences 
were an important forum for debates about human nature.12 The members of 
the Academy included the luminaries of 18th century Europe: Montesquieu, 
Diderot, Kant, Voltaire or the Grimm brothers. The competition, which 
was announced in 1769, concerned a glottogenetic question: “Was man 
able to create a language only through the power of his own intellect?” 
The anonymous author of the essay number two claimed that language 
arose from gestures and emotional cries, but he did not give any arguments 
in support of this thesis; in the essay number five there was an interesting 
comparative remark that apes can imitate sounds, although for reasons yet 
unknown, cannot imitate human vocalisations. In turn, Copineau, one of 
the few participants whose name we know, argued that children deprived 
of socialisation are able to develop systemic forms of communication, one 
of which would be based on gestures and movements of the whole body 
similar to signs used by deaf people (Hewes, 1975: 8–9, 1976: 485).

Johann Gottfried von Herder (1744–1803) won the competition with 
a work published in 1772 entitled Abhandlungüber den Ursprung der 
Sprache (Treaty on the Origin of Language, 1967–1968), which opens 
with the sentence: “Already as an animal man had language” (“Schon 
als Tier hat der Mensch Sprache”). Herder thus considered the matter of 
language in a fundamentally different way than Monboddo, Condillac or 
Rousseau did – which is somewhat reminiscent of the idea of the divine 
origin of language. Yet, he also rejected such an alternative, with the Treaty 
being conceived as an attack on the work of the Lutheran philosopher and 
pastor Johann Peter Süssmilch (1766). Süssmilch’s ideas had enjoyed pop-
ularity in German-speaking circles, notably his claim that language, due 

	12	 Following the initiative of Gottfried W. Leibniz in 1701, the Prussian Academy 
of Sciences (Preussische Akademie der Wissenschaften) was established. It was 
reformed by Frederick II in 1774 and renamed the Royal Academy of Sciences 
(Königliche Akademie der Wissenschaften). It was the first scientific institution 
that integrated the natural sciences and the humanities. More about the role 
of the Society in the intellectual life of 18th-century Europe can be found in the 
monograph by Avi Lifschfitz (2012).
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to its complexity, must come from God (Kastinger Riley, 1979: 617).13 
Herder strongly advocated a naturalistic scenario for the emergence of 
language, and his starting point was the analysis of emotional cries, in 
particular those caused by pain. According to Herder, screams, sighs, and 
sounds triggered off by pain were already a language, because on the one 
hand they had a communicative function indicating a certain emotion or 
physical state, and on the other they had a representative function, because 
emotional cries were the expression of the inner Sprache, a feature which 
enables humans to recognise various sounds and connect them with mental 
representations (1967–1968: 40, 60; Kastinger Riley, 1979: 618). What 
distinguishes man from animals are the abilities to represent and to perfect 
what is already present in the perceptual and emotional experience of phys-
icality. Herder is probably the first thinker who used the analogy between 
language and the bee communication system. In his comparison, he did 
not deny that animals lack communication skills, and such communica-
tion is exemplified by the behaviour of the honey bee; he claimed, however, 
that the communication of bees is not based on representations and, more 
importantly, it is completely innate – bees during their lifetime are unable 
to improve it (1967–1968: 97). Man has always had language, because 
being human means having the power to construct mental representations, 
connect them with signals, and refine a communication system (Kastinger 
Riley, 1979: 619).

This led Herder to criticise Condillac’s and Rousseau’s glottogenetic sce-
narios; he claimed that the first of the two turned animals into humans, and 
the other aimed to turn people into animals (1967–1968: 21–22). The accu-
sation against Condillac concerned the assumption adopted in The Origin 
of Human Cognition ([1746] 1756) that man was able to elevate himself 
from the state of nature by perfecting the capacity for articulation. Herder 
noted that the development of language could only take place on the basis 
of pre-existing representative skills (Feber, 2010: 206–207). The criticism 
of Rousseau’s views, not always consistent with the spirit and the letter of 
the Genevan’s works, is related to the alleged lack of any clear distinction 

	13	 The work entitled: Der göttliche Ursprung der Sprache was presented in 1756 
as a lecture at the Royal Academy of Sciences in Berlin, and published in 1766.
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between language and animal communication, or at least a distinction that 
is sufficiently pronounced, which – according to Herder – leads to blurring 
of the border between human cognitive ability and animal cognition (Feber, 
2010: 207). Simultaneously, Herder addressed Süssmilch’s theories, noting 
that if man had cognitive powers that would enable him to understand a 
language coming from a deity, then there is no reason why those same cog-
nitive powers could not enable man to gain language without any divine 
intervention (1967–1968: 618).

Herder’s glottogenetic scenario was based on two conditions that 
had to characterise humans before they could develop language: (i) the 
capacity for forming representations, which would allow vocalisations to 
be assigned to appropriate concepts, and (ii) the ability to improve the com-
munication system. The combined effect of these predispositions made it 
possible to create vocalisations referring to the surrounding world (1967–
1968: 53–56). According to Herder, the first onomatopoeic proto-words 
were imitations of activities, which leads him to conclude that the verb is 
the most basic element of language, and that poetry is the oldest type of 
linguistic expression (1967–1968: 53–56, cf. Fitch, 2010: 391–392). The 
emergence of modern language consisted in a gradual simplification and 
systematisation, at least regarding the scope and organisation of semantic 
fields, because the onomatopoeic protolinguistic units were not assigned 
to specific meanings, and there was a considerable semantic redundancy 
(Kastinger Riley, 1979: 619–620).

Parisian ideologists

Herder was the only significant theorist of his time who did not seek the 
origins of language in gestural-pantomimic communication, but posited that 
language had always functioned in the vocal-auditory channel. Glottogenetic 
speculation of the time was dominated by the work of Condillac, and much 
of the ensuing discussion focused on the expressive potential of gestures. 
A good example of this trend is the activity of the Idéologues group, which 
was formed at the end of the 18th century in Paris. It included, for example, 
Gaspard Itard, the teacher of Victor from Aveyron, and Roch-Ambroise 
Cucurron Sicard (1742–1822), the head of the Institut National des Sourds-
Muets (the National School for the Deaf) and the author of textbooks on 
sign language. Another member of this group, Joseph Marie de Gérando 
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(1772–1842) was a philosopher and philanthropist who published several 
multi-volume works on semiotics (1799–1800) and teaching the deaf (1827). 
In 1799 the Idéologues society established the Société des observateurs de 
l’homme (Society of Observers of Man), the world’s first society devoted to 
the study of man, based on a programme written by de Gérando and the 
pedagogist Louis F. Jauffret (1770–1840). The society’s ambitious plans 
included ethnographic projects aimed at documenting the habits of “primi-
tive peoples”, but also projects directly connected with questions about the 
origin and trajectories of language development; for example, one of the 
objectives was to describe sign systems used by deaf people around the world 
and to create a gesture atlas. Pierre Laromiguière (1756–1837) proposed to 
use this research to create a universal pantomimic-gestural language, while 
Jauffret forged a macabre idea to repeat, on a large scale, the famous “for-
bidden experiment” (Hewes, 1975: 485–486, 1976: 9, 1977a: 100–101). 
None of these plans could be fulfilled because in 1804, upon Napoleon’s 
order, the Society was dissolved; yet, its brief existence provided an impetus 
for the development of anthropology.

The second half of the 18th century was certainly a golden age of reflec-
tion on the origins of language. Enlightened naturalism dicated a tone of 
intellectual debates on elaborating new definitions of man and his place 
in the surrounding world. As the examples of Monboddo, Condillac, and 
Rousseau show, the problem of glottogeny was an important thread in 
these efforts and a flag issue explored even by thinkers who did not study 
language. It could be said that having a view on language emergence at 
that time was a testimony to one’s intellectual refinement. For example, 
the father of political economy, Adam Smith (1723–1790), presented his 
glottogenetic scenario in the Considerations Concerning the First Formation 
of Languages (published in 1767 as an appendix to the third edition of 
Theory of Moral Sentiments), where he tried to show that grammatical 
structure evolved in early humans from the basic ability to categorise phe-
nomena into objects (which gave rise to nouns) and events (which gave rise 
to verbs).14 Interestingly, Smith’s publisher, Dugald Stewart (1753–1828), 

	14	 A detailed discussion of Adam Smith’s glottogenetic views can be found in the 
work by Stephen K. Land entitled: Adam Smith’s “Considerations concerning 
the First Formation of Languages” (Land, 1977).
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a professor of philosophy, had his own scenario of language emergence. 
Philosopher Claude Adrien Helvétius (1715–1771) advocated the gestural 
origin of language, while Mikhail Vasilyevich Lomonosov (1711–1765), a 
Russian scholar and the founder of the Moscow State University, was, like 
Herder, an advocate of the vocal genesis of language (Hewes, 1976: 484–
485). Examples of the ubiquity of the topic of glottogeny could easily be 
multiplied.

Comparative philology

With the advent of Romanticism, the demand for such speculations weak-
ened considerably. This change took place for two reasons. First of all, there 
was no new knowledge that could provide an impulse for glottogenetic 
reflection. There were no great advances in primatology, except perhaps 
for the anatomical observations made by the comparative biologist and 
palaeontologist Georges Cuvier his famous book The Animal Kingdom (Le 
règne animal, 1817)15. Cuvier stated that despite being endowed with high 
intelligence, apes are not able to learn language (Hewes, 1975: 9). Although 
in the first half of the 19th century some fossil evidence of the existence of 
species similar to Homo sapiens were discovered (for example, the first 
Neanderthal remains, found in 1829), it was difficult to appreciate their 
significance until the inception of Darwinism. Similarly, to use arguments 
derived from psychology and brain studies, researchers had to wait until 
the second half of the 19th century. The second, arguably a more important 
reason for the paucity of publications on the origins of language, was the 
rise and rapid development of comparative linguistics, or, as it was referred 
to at that time, comparative philology (Hewes, 1976: 486). In 1786, William 
Jones (1746–1794) gave a landmark lecture outlining a research plan for the 
field16, which gained in strength throughout the 19th century, particularly 
among those scholars who wanted to study language with scientific rigour. 
They developed their own methods of collecting and analysing data – the 
comparative method and the method of internal reconstruction, developed 

	15	 Full title: Le règne animal distribuéd’après son organisation.
	16	 Third Anniversary Discourse presented to the Asiatic Society.
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by Rasmus Rask (1787–1832), Carl Verner (1846–1896), and Jacob Grimm 
(1785–1863).

The emphasis comparative philologists put on the application of empirical 
procedures made them distrustful of speculations about the very origin of 
language. It was not long before they realised that the comparative method is 
not capable of reconstructing the language of the first people, although still 
in 1823 the Scottish clergyman and philologist Alexander Murray (1775–
1813) in his book A Philosophical History of the European Languages 
tried to prove that the sounds of all languages are derived from nine proto-
syllables (see Hewes, 1976: 486). The most ambitious speculations made 
by the mainstream of comparative philologists concerned the question of 
whether languages originated from one original language or whether they 
developed independently from many original languages. There were many 
supporters of the second position – the polygenetic hypothesis – one of 
whom was August Schleicher (1821–1868), the author of the first recon-
struction of Proto-Indo-European. Schleicher pursued diachronic linguis-
tics but approached this subject from a biological perspective, maintaining 
that language families form linguistic correlates of species, with individual 
languages being equivalent to individual organisms (1863). This led him to 
the idea of language family trees (Stammbaumtheorie), in which biological 
taxonomy is used for modelling kinship between languages.17 Schleicher 
describes the polygenic hypothesis in the following manner:

To assume one original universal language is impossible; there are rather many 
original languages: this is a certain result obtained by the comparative treatment 
of the languages of the world which have lived till now. Since languages are con-
tinually dying out, whilst no new ones practically arise, there must have been 
originally many more languages than at present. ([1850] 1874: 2)

Interestingly, the polygenic linguistic hypothesis was transposed onto the 
anthropological plane by the biologist Ernst Haeckel (1834–1919), the 
founder of the theory of recapitulation, which we discuss in the second 
chapter (see 2.5.9). Basing his theory on Darwinism, Haeckel stated that 
just like languages emerged independently in different parts of the world, 
humanity evolved from monkey ancestors separately in various parts of 

	17	 For more on Schleicher’s biologism, see Taub (1993).
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the world (1874). Had it not been for the racist conclusions that Haeckel 
consistently drew from his interpretations, he might well be regarded as the 
father of the multiregional hypothesis of human origins.

But the intellectual climate of the 19th century promoted racist and 
nationalistic sentiments. Deriving from the Romantic movement, and in 
particular from the philosophies of Georg Hegel (1770–1831) and Wilhelm 
Humboldt (1767–1835), the concepts of nation and language rose to impor-
tance in 19th century philological discourse. Many scholars appealed to the 
intuition, derived from Schleicher’s work, that language imposes on their 
users a certain way of perceiving reality. Many years later, such a belief 
was at the heart of the work of Edward Sapir (1884–1939) and Benjamin 
Lee Whorf (1897–1941), the founders of the linguistic relativity hypothesis. 
However, in the 19th century philology, Schleicher’s ideas were commonly 
used to formulate evaluative statements that asserted a cultural and even a 
biological (see Haeckel)18 superiority of certain ethnic groups (Harpham, 
2009). One of the advocates of such a form of racism was Joseph Ernest 
Renan (1823–1892), a French Indo-Europeanist and Semitist, author of the 
Khazar hypothesis, according to which Ashkenazi Jews19 did not descend 
from the ancient Israeli stock but from the Turkish Khazar people. In his 
popular work On the Origin of Language (De l’Origine du langage, 1858), 
he argued that glottogeny had taken place twice in the history of man-
kind: one episode had led to the emergence of Aryan or Indo-Germanic 
languages, while the second had given rise to Semitic languages. In his 
opinion, the languages from the two groups activated different cognitive 
processes in the minds of their speakers: Aryans, according to Renan, were 
at the forefront of civilisation, because the languages they spoke facilitated 
the use of rational thinking; the minds of the Semites, on the other hand, 
were sentenced by the structure of their languages to dogmatic ways of 
thinking ([1848] 1858: 80–90; cf. Ashcroft, 2001: 319–321). Oddly, Renan 
identifies conjugation as the key element that played a decisive role in the 

	18	 Haeckel claimed, for example, that toes of the black inhabitants of Africa had 
greater mobility, which meant that they were closer to monkeys than Caucasians 
(Jahoda, 1999: 83).

	19	 Jews inhabiting Eastern, Central and Western Europe, and from the 18th century 
on, also America.
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different fates of these two groups, allowing Indo-Europeans to make great 
theoretical and technological discoveries, while imprisoning Semites in a 
life of intellectual stagnation.

Arguments that are shocking from today’s perspective were received in 
mid-19th century Europe with interest and, to a large extent, understanding. 
Regarding the issue of glottogenetic reflection, Renan’s book revived the 
debate about the beginnings of language, a debate which came to be dom-
inated by comparative philologists, who were less and less worried about 
the methodological correctness of their arguments. This tendency could 
be seen in the work of even the most eminent scholars, as is the case of 
Friedrich Max Müller (1823–1900). Müller, an excellent Sanskritist and 
the first professor of comparative philology at Oxford, was critical of the 
Enlightenment’s hypotheses of language emergence. In his Lectures on the 
Science of Language (1866), he proposed a typology distinguishing several 
types of glottogenetic hypotheses: bow-wow, which sought the beginnings 
of language in the imitations of sounds produced by animals; pooh-pooh, 
which derived language from emotional cries; and finally yo-he-ho, ac-
cording to which the evolutionarily primary function of language was 
to coordinate actions by means of vocalisation combined with gestures 
(1866: 358–370). Müller did not take the trouble of identifying supporters 
of the views that he defined with the names given above. While bow-wow 
can be linked with the highly simplified onomatopoeic scenario proposed 
by Herder, it is difficult to find adherents for the pooh-pooh or yo-he-ho 
hypotheses among 18th century thinkers. Of course, emotional exclamations 
or coordination of actions were important but not the principal elements 
in the glottogenetic considerations of Condillac and Rousseau (Sprinker, 
1980:  117). On the other hand, Müller does not mention gestural-
pantomimic scenarios of language emergence, which reached the apex of 
their popularity during the Enlightenment. It is hard to believe that the 
well-educated Müller overlooked this matter; rather, it seems that this was 
his way of expressing contempt for speculations about the beginnings of 
language (Gode, 1986: vii). This attitude did not stop him from describing 
his own idea of how language emerged, which his descendants maliciously 
referred to as the ding-dong hypothesis. His proposal seems much more 
speculative than those he mocked, and is based on the essentialist idea 
drawn from Cratylus, that for each thing in the world there is a sound 



Glottogenetic thought 49

that expresses the nature of this thing (1866: 384). The original language 
was to consist of phonetic types, which were vocal imitations of these 
sounds and whose number Müller estimated at 400 or 500 (1866: 384). 
As Müller, a firm supporter of monogenesis explains, these phonetic types 
subsequently gave rise to stems that can be found in all languages of the 
world (1866: 384; cf. Spinker, 1980: 124–126).

The English Anglican priest and philologist Frederic William Farrar 
(1831–1903) in An Essay on the Origin of Language (1860) voiced 
his scepticism about onomatopoeic scenarios of language emergence, 
whereby the ability to imitate the sounds of nature sufficed to give rise to 
language (1860: 72–74), and was particularly critical of Renan and Müller. 
Onomatopoeia was able to explain the creation of the basic lexicon, but – 
as Farrar insists – language is not only lexis, but also grammar: “Language 
may be regarded as the union of words and grammar, of which words are 
analogous to matter, and grammar to form. (…) That which originates 
language, like that which originates thought, is the logical relation which 
the soul establishes between external things” (1860: 62).

This attention to the role of cognitive processes in the origins of language 
relates to one of the main theses proposed by Herder in Abhandlung, a point 
which was missed by both Renan and Müller. In a less Herderian style, 
Farrar argues that the imitation skills of the first peoples made it possible to 
create proto-words or lexical labels, while the emergence of language proper 
was possible due to the typically human tendency to form metaphors based 
on analogical thinking. Onomatopoeia is dubbed by Farrar as a mechan-
ical principle of language, analogy – an intellectual function of language 
(1860: 117). In his remark upon the metaphorical nature of language, 
Farrar, as he admits himself, follows Rousseau (1860: 51; see Spinker, 
1980: 120–122).

1.2.2 � Darwin: The beginnings of the science on 
the evolutionary origin of language

The revival of glottogenetic discussions in the mid-19th century coincided 
with the publication of Charles Darwin’s (1809–1882) On the Origin of 
Species (1859), where he presented a theory of evolution based on nat-
ural selection. We introduce the basic concepts of Darwinian evolutionism 
in the next chapter; here, we only discuss its influence on reflections on 
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the emergence of language in the intellectual context of 19th century. It 
should be noted that in On the Origin of Species, Darwin not only refrained 
from speaking about the origin of language, but did not even write about 
human evolution, in order not to disturb his more conservative readers. He 
presented his views on anthropogenesis only 12 years later in The Descent 
of Man (1871), where he also outlined his famous “musical” hypothesis 
of language origin.

However, readers of On the Origin of Species quickly realised that 
Darwin’s evolution by natural selection applies as much to humans as to 
other species. In the 1860s, especially in Victorian England, there was a 
strong polarisation in the reception of Darwin’s work. On the one hand, 
Darwin had many allies, such as the outstanding geologist Charles Lyell 
(1797–1875) or the botanist Joseph D. Hooker (1817–1911), although the 
most radical of them, particularly when it came to rhetoric, was Thomas 
Huxley (1825–1895), who earned the nickname “Darwin’s bulldog”. 
Huxley, who himself was a biologist specialising in comparative anatomy, 
wrote enthusiastic reviews of Darwin’s work, fiercely attacking opponents 
of the theory of natural selection, most of whom were associated with the 
Anglican church. In his work Evidence as to Man’s Place in Nature (1863), 
he emphatically stated that man is an animal, and more specifically: an 
ape, and one should use the theory of natural selection to explain both his 
physical and mental qualities.

As for the anti-Darwinian camp, it brought together people who were 
driven by various motivations: there was no shortage of defenders of the 
Christian vision of the world, but there were also biologists who were not 
convinced by the idea of species variability, at least in the shape suggested by 
Darwin. Quite a large group of researchers representing various disciplines 
were willing to accept Darwinian theses, as long as they did not concern 
man, or at least his spiritual qualities. One of the best-known exclusivists20, 
as they began to be called, was Friedrich Max Müller, who in his Lectures 
on the Science of Language emphatically states that it is language that 
separates man from animals:

	20	 To indicate the exclusion of man from the impact of evolution by natural 
selection.
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Where, then, is the difference between brute and man? What is it that 
man can do, and of which we find no signs, no rudiments, in the whole brute 
world? I answer without hesitation: the one great barrier between the brute 
and man is Language. Man speaks, and no brute has ever uttered a word. 
Language is our Rubicon, and no brute will dare to cross it. (1866: 340)

Early Darwinism and the glottogenetic problem

This does not mean, however, that linguists unanimously agreed with 
Müller. Schleicher, who wrote a treatise addressed to Haeckel entitled 
Darwinian Theory and the Science of Language (Die Darwinsche Theorie 
und die Sprachwissenschaft), embraced Darwinism also with regard to the 
study of language. In the treatise, he argued that diachronic linguistics, 
which studies linguistic changes from a historical perspective, can provide 
direct evidence for the Darwinian theory. Schleicher’s text shows that he 
understood the logic of natural selection poorly, and that his evolutionary 
considerations were inherently Lamarckian (Richards, 2008: 125–126). 
Farrar published an interesting article entitled “Philology and Darwinism” 
(1870) in which he defended Darwin’s theory against Max Müller’s rhetoric 
and very accurately demonstrated how the theory of natural selection can 
be used to explain the way language families diverged. However, it must 
be stressed that in the 1860s and 1870s – apart from the musical scenario 
developed by Darwin himself in The Descent of Man (1871) – there was no 
attempt to employ the Darwinian theory of evolution to explain the origins 
of language. This fact is important in assessing the role of edicts banning 
speculations about glottogeny, such as the famous ban on speculations 
about the origins of language imposed by the Linguistic Society of Paris in 
1866 and a similar one issued in 1872 by the Philological Society of London

The second article of the statute of the Société de linguistique de Paris 
clearly states that: “The society does not admit any accounts about the 
origins of language [or] a universal language”.

It is commonly assumed in the literature on the evolution of language that 
these bans were directed against the Darwinian interpretation of glottogeny 
(e.g., Scott-Phillips, 2010; Gong et al., 2014). Such an assumption is often 
supplemented with more (Christiansen and Kirby, 2003a) or less (Gong 
et al., 2014) dramatic statements that these bans prevented the development 
of an evolutionary perspective in linguistics and for many years hindered 
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Fig. 1.2:  Statement of the Société de linguistique de Paris banning glottogenetic 
speculation.
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serious research on the origins of language. In fact, the Parisian ban resulted 
from the social and political context, particularly from the rivalry between 
the humanistically oriented Linguistic Society and the naturalistically ori-
ented Anthropological Society, which was led by Paul Broca, the pioneer 
of neurology (see Yamauchi et al., 2012). However, the bans were not so 
much directed against Darwinian scenarios (which did not yet exist), as 
they were against speculations of the sort that Murray, Renan, or Müller 
presented, who supported their statements about the origins of language 
using the methods of comparative philology. The Parisian ban was lifted 
after ten years, and the one in London was never implemented (Sampson, 
1980: 13–33). The fact that linguists stopped discussing glottogeny was not 
because they were afraid of the reaction of scientific bodies, but because 
there was a growing incline that the comparative method is able to shed 
little light on the problem of language origins (Sampson, 1980: 13–33).

As we have already mentioned, the only notable Darwinian scenario 
about the origins of language was formulated by Darwin himself in The 
Descent of Man (1871). He devoted a relatively brief section of the third 
chapter to the topic of language, entitled “Comparison of the Mental 
Powers of Man and the Lower Animals”, which pinpointed sexual selec-
tion (see 2.1) as the mechanism which – in Darwin’s opinion – led to the 
emergence of language. His starting point (and that of any biologist) is a 
comparison of language with animal communication – capuchins’ calls, 
dogs’ barking, or the sounds produced by fowl. Darwin displays a certain 
naivety concerning language, writing that, for instance, dogs are able to 
understand many words and sentences, and their communicative devel-
opment corresponds to that of children of ten or twelve months of age. 
However, very many of Darwin’s ideas and insights have been supported 
by future research, such as his remark about the instinctual readiness of 
children to acquire language. This assumption leads to the analogy between 
language and bird songs. Darwin argues that, similarly to humans, bird 
hatchlings demonstrate an instinct to sing, but they can learn the melodies 
typical of their species only by imitating adult birds.

From the ontogenetic plan, Darwin moves onto the phylogenetic 
speculations and states that human ancestors – using their capacity to imitate 
and modify the sounds of nature – created melodies which served to express 
emotions such as love, envy, or triumph, and only later these melodies were 
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transformed into words referring to emotions. The context in which this 
musical form of communication emerged was the fight for females. Darwin 
repeats Condillac’s argument that the use of a rudimentary, vocal proto-
language led to the increasing of articulatory capacities in subsequent gen-
erations, which facilitated the development of the repertoire of linguistic 
vocalisation characteristic of modern languages. He also states that the 
emergence of language greatly influenced the development of the brain and 
exclusively human cognitive capacities. As he argues, using words allowed 
humans to create long strings of thoughts in their minds, which contributed 
to the development of the brain and intelligence in our ancestors.

Empirical advances

In the meantime, new scientific discoveries were made that had implications 
for the understanding of language and its evolutionary history. The second 
half of the 19th century saw the pioneering work on the relation between 
language and the brain done by the French surgeon Paul Broca (1824–1880) 
and the German neuroanatomist Carl Wernicke (1848–1905). The dis-
covery of two language areas in the cerebral cortex of the left hemisphere 
of the brain – Broca’s area (1861) and Wernicke’s area (1874) – and the two 
related types of aphasia – expressive and receptive, opened up new areas of 
language study (Hewes, 1976: 492).

The publication of Darwin’s works coincided with paleoanthropological 
discoveries – of a Neanderthal in 1856 and a Cro-Magnon Man in 1868 – 
but none of these findings was “primitive enough” to provide evidence for 
the existence of intermediary stages between nonhuman apes and Homo 
sapiens (Hewes, 1977a: 103). Many supporters of the evolutionary theory 
of the time questioned even the possibility of finding such a missing link, 
as was the case with the co-author of the theory of natural selection, Alfred 
Wallace (1823–1913).21 Eugène Dubois’s discovery of Homo erectus in 

	21	 In a book entitled Darwinism (1889: 499), he argued that the development of 
higher-order cognitive functions in humans cannot be explained with natural 
selection, although earlier he advocated applying the theory of natural selection 
in anthropogenesis, and his paper from 1864 entitled “The Origin of Human 
Races” can be considered to be visionary, because he intuitively stated there 
that the evolution of human ancestors occurred in two stages, the development 
of bipedalism preceding the development of the brain.

 

 

 

 



Glottogenetic thought 55

Java in 1891 led some to hope that the missing link could be found, but 
the fact that this specimen lacked the facial part and the jaw limited any 
speculations about its linguistic capabilities.

Unfortunately, glottogenetic reflection in the 19th and at the beginning of 
the 20th century could not use new comparative findings. Isolated attempts 
were made to conduct ethological observations of primates, the notable of 
which is Richard Lynch Garner’s (1848–1920) work in recording the vocal 
behaviour of African primates. The book he published in 1900, despite its 
promising title – Apes and Monkeys: Their Life and Language – became a 
token of his failure, mostly because of the poor quality of the data that he 
had so diligently collected using an Edison phonograph (Hewes, 1975: 10). 
William Furness was the first person to attempt to teach an ape a language 
(1916), and his efforts also ended in failure. After five years of training, 
the orangutan Furness was able to produce sounds which resembled three 
words: “mama”, “papa”, and “cup”.

It is not difficult to see that such conditions did not attract early Darwinists 
to seriously consider the problem of glottogeny. As we have explained, the 
topic became unpopular, or even suspicious, among linguists. To illustrate 
this attitude, we can cite the opinion of the distinguished Sanskritist William 
D. Whitney:

No theme in linguistic science is more often and more voluminously treated than 
this, and by scholars of every grade and tendency; nor any, it may be added, with 
less profitable result in proportion to the labor expended; the greater part of what 
is said and written upon it is mere windy talk, the assertion of subjective views 
which commend themselves to no mind save the one that produces them, and 
which are apt to be offered with a confidence, and defended with a tenacity, that 
are in inverse ratio to their acceptableness. This has given the whole question a 
bad repute among sober-minded philologists. (1872: 279)

Clearly, there were some exceptions, even among linguists of great renown. 
Edward Sapir addressed issues related to the emergence of language in his 
works, writing about orofacial gestures and sound symbolism. He also 
devoted a whole monograph to Herder’s conception of glottogeny (1907). 
Otto Jespersen’s work (1922) stands out from all the linguistic publications 
of the time due to its empirical orientation. Jespersen distances himself both 
from the taboo which surrounded the topic of the emergence of language 
and from speculative “theories”, and he postulates that there are three 
sources of insights into language origins: the development of language in 
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children, the languages of “primitive races” (requiring a comparative ap-
proach) and, most importantly, the historical development of languages. 
Jespersen opted for the musical version of protolanguage, not so distant 
from Darwin’s proposition. In his view, the first systems of communication 
were supposed to be based on musical means of emotional expression: the 
early human “sang his emotions long before he was able to express his 
thoughts” (Jespersen, 1922: 436).

Anthropology and psychology on the beginnings of language

Reflections on glottogeny were made in such areas as anthropology (on its 
brink), and psychology, whose birth can be dated back to the second half 
of the 19th century. Although comparative philologists who wrote about 
glottogeny in mid-19th century were in favour of the vocalic genesis of 
language, anthropologists and psychologists returned to the scenarios of 
Mandeville, Condillac, and Rousseau, which assumed pantomimic and 
gestural origins of language. Edward Tylor (1832–1917) became interested 
in glottogeny, and especially in gestural theories of language origins, and 
wrote about feral children (1893, 1867, cf. Hewes, 1977a: 101–102). These 
themes were developed in an article on the psychology of early humans 
(1867), and in his works on general anthropology  – the two-volume 
Primitive Culture (1871) and the single-volume Anthropology (1881) – 
in which he documented traditional sign language systems, devoting long 
sections to considerations on the beginnings of these systems. In a review 
of Anthropology, Alfred Wallace argued for the mouth-gesture theory of 
language origin (1881). Lewis Henry Morgan (1818–1881), the founder of 
the American school of anthropology, also supported the gestural theory of 
language origin in his Ancient Society (1887) (Hewes, 1977a: 102).

In the same period, Wilhelm Wundt (1832–1920), the father of exper-
imental psychology, probably showed the most scientific approach to 
glottogeny. The starting point for his scenario, which he presented in the 
first two volumes – collectively entitled Language (Die Sprache) – of his 
masterpiece Social Psychology (Völkerpsychologie, 1900) is the so-called 
microgenesis of utterance in the mind of the speaker. By appealing to the 
expressive power of gestures and the universality of pantomimic and ges-
tural communication, Wundt concluded that pantomime and gestures – 
both in terms of microgenesis and phylogeny – are the predecessors of 
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language (Levelt, 2004: 544–546). A crucial element of Wundt’s hypothesis 
is the role of orofacial gestures in effecting the transition from pantomimic 
to vocal language. According to Wundt, orofacial gestures did not ini-
tially serve vocalisation, but were connected with whole-body expression. 
Vocalisations became re-connected with gestural meanings, and later on 
started to gradually play a leading role in linguistic communication (Levelt, 
2004: 545–546).

R. A. S. Paget (1869–1955) had more detailed views on the role of 
orofacial gestures in the emergence of language. Paget stresses the embodied 
nature of vocalisations – vocal sounds are after all a result of the movement 
of the articulators. Inspired by Darwin’s observation, Paget remarks that 
the movements of the lips and other articulators “echo” the movements of 
the hand. This forms the basis for his hypothesis that human speech origi-
nated in unconscious imitation of hand movements by the lips, tongue and 
other articulators (Hawhee, 2006).

Between 1939 and 1962, no new solutions to the problem of the origin of 
language were proposed; nevertheless, a great number of works, mainly psy-
chological, referred to the problem of the emergence of language. An over-
view of these publications provides an interesting insight into the state of 
glottogenetic thought of the period. The most important authors who wrote 
about glottogeny at that time are: Friedrich Kainz (1960–1962), Géza Révész 
(1946), MacDonald Critchley (1960), Oddone Assirelli (1950), Wiktor 
W. Bunak (1959), Eduard Rossi (1962), Alf Sommerfelt (1954), Björn 
Collinder (1956), A. S. Diamond (1959), Bernhard Rosenkrantz (1961) 
and Giorgio Fano (1962).22 Judging from the number of reviews, Révész’s 
The Origins and Prehistory of Language (Ursprung und Vorgeschichte 
der Sprache, 1946) attracted the greatest attention. In this book, Révész 
presented the theory of social contract and – stressing our instinctual need 
to maintain contact with others – argued that language must have developed 
from vocalisations, which originally served the phatic function of making 
and maintaining contact. According to Révész, these phatic vocalisations 
led to the development of words.

	22	 This list of authors is adapted from Hewes (1977a: 105).
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1.3 � Conclusion

Summarising and choosing the most important works always leads to 
simplifications. The same applies to this chapter, where we aimed to sep-
arate glottogenetic speculations from scientific research on the origins of 
language. The efforts of Wundt, Jespersen and Paget led to the dawn of 
a new era in which the scenarios of language origins would be verified 
empirically. The scientific developments of the 1960s in such fields as the 
neurosciences, cognitive science, and evolutionary biology based on genetics 
or palaeontology, led to refining the research on language origins. From 
this point onwards, we will refer to the genesis of the science of the evo-
lution of language – a new science which addresses the old, glottogenetic 
problem. However, before we do that, we will explain the basic notions 
and conceptions of the Darwinian theory of evolution.

 

 



Chapter 2 � Evolution, Evolutionism, 
Evolutionary Thinking

Is evolution a theory, a system, or a hypothesis? 
It is much more: it is a general postulate to which 
all theories, all hypotheses, all systems must 
henceforward bow and which they must satisfy 
in order to be thinkable and true. Evolution is 
a light which illuminates all facts, a trajectory 
which all lines of thought must follow, this is what 
evolution is.

Pierre Teilhard de Chardin (1881–1955,  
philosopher and Jesuit)

We live in a Darwinian world. If we stop to think, we realise that, without 
exception, the whole organic world which surrounds us – from the simplest 
organisms to people – is the effect of evolutionary processes whose principles 
are best described by the Darwinian theory of evolution. Although this has 
been accepted in the Western intellectual tradition for over 150 years, it is 
only in recent decades that its implications have been fully appreciated: since 
the principles of evolution (and especially those of natural selection) are so 
fundamental, universal and ubiquitous, their application as a research ap-
proach can open new dimensions of learning about the world. Theodosius 
Dobzhansky (1973) said that “nothing in biology makes sense except in 
the light of evolution”. One of the effects of the research conducted in the 
recent years is an expansion of this approach beyond the domain of biology 
in its classical sense, and applying evolutionary thinking as a key to under-
standing an extremely broad and varied range of phenomena.

Evolutionary thinking is growing in significance in the academic dis-
course, too: it is a trend which inspires discussion and synthesis.23 The 
reasons for this success are two-fold. First of all, the evolutionary logic 

	23	 The most recent example is Handbook of Evolutionary Thinking in the Sciences, 
(eds. Heams et  al., 2014) whose 42 chapters include texts discussing the 
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itself, and especially the logic of natural selection, can be generalised beyond 
the domain of biological organisms; this creates possibilities to describe 
non-biological systems. Secondly, human beings and their minds are the 
products of evolutionary processes; hence, using evolutionary logic – and 
especially natural selection – allows us to recreate its complex construction 
by means of reverse-engineering.24

2.1 � Evolution and natural selection

Grand ideas do not come out of nowhere – Darwin also “stood on the 
shoulders of giants” when he was creating the framework for his idea of 
evolution through natural selection. The world at the time was already 

philosophical fundamentals of evolutionism, as well as its practical applications 
in medicine, automated technology and robotics, and cognitive sciences.

	24	 We are aware of simplifications. Our goal here is to depict the most important 
elements of the standard evolutionary theory. This is why we avoid the most 
recent trends in evolutionism, e.g., the extended synthesis (cf. Pigliucci, 2009).

Box 2.1 � The Interdisciplinary Beginnings of Darwinian Theory

Darwin’s theory is a strong case for interdisciplinarity not only by way of 
its current applications, but also by way of its beginnings. When he started 
writing The Origin of Species, Darwin was working from the findings 
of many scientific disciplines; among the figures who inspired him were 
geologists Adam Sedgwick (1785–1873) and Charles Lyell (1797–1875), the 
economist and sociologist Thomas Malthus (1766–1834), and the philoso-
pher of the free-market economy Adam Smith (1723–1790). Darwin also 
relied on analogies to the genealogical classifications of languages, which 
were to be found in the works of the first comparative philologists.

The theory of evolution owes its later development to such fields as 
genetics and statistical methods (which gave rise to the emergence of popu-
lation genetics), geology, paleontological discoveries, or even the discovery 
of radiation, which made it possible to re-evaluate former estimates of the 
age of the Earth in a way compatible with the long timescales implied by 
evolutionary processes.

In the 21st century, evolutionism in its broad sense still benefits from the 
discoveries of a wide range of disciplines, but also itself constitutes a limitless 
source of inspiration for scientists.
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gravid with this idea, due to the heritage of such thinkers as Pierre-Simon 
de Laplace (1749–1827) (non-teleological universe), naturalists such as 
Carl Linnaeus (the foundations of systematics) and Georges-Louis de 
Buffon (advances in systematics), or Georges Cuvier (the foundations of 
palaeontology). As some historians say, the intellectual atmosphere of times 
in which Darwin lived indicated that “evolution was in the air” (Warren, 
1987).25

We use the term “evolution” here in its technical sense (though extending 
beyond biology  – see below). Evolution, in its metaphorical meaning, 
denoting any type of gradual change or transformation (“the evolu-
tion of Hegel’s philosophical views”) is beyond the scope of this book. 
What is vital here is the differentiation between evolution and selection. 
Evolution is a broader concept, and natural selection constitutes just one 
of its mechanisms. As we will find out, the strength of Darwinian evolu-
tion through natural selection lies in its universality, as it can be applied 
to the description of non-biological systems; for instance, neural systems 
(Changeux et al., 1973), language forms (Christiansen, 1994), cultural units 
or memes (see esp. Dawkins, 1976) and a plethora of other systems “from 
universes to religious dogmas” (Johansson, 2005: 14) can all evolve through 
natural selection. Nevertheless, biology remains the source domain of these 
notions.

Biological evolution occurs when in the gene pool of a given popula-
tion – i.e. the collection of all genes of all individuals of the population – 
the proportion of occurrence of specific genes (units of inheritance which 
remain unchanged over a relatively large number of generations) changes in 
subsequent generations. There are a number of reasons for this, including 
natural selection or other phenomena like mutation (through which new 
alleles – new versions of genes – arise) or genetic drift (arbitrary change, 
such as when a random part of a population dies in an earthquake). We 

	25	 The intellectual history of the development of Darwinian theory is probably one 
of the best-described topics in the history of science and the history of ideas, and 
because its reconstruction is not the key purpose of this chapter, we recommend 
that the reader should refer to one of the other numerous studies for an account 
(e.g., Buss 2003: 25–32; Guttman 2005; Futuyma 2008).
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exclude migrations, assuming for simplicity that a population is reproduc-
tively isolated from others.

Selection is the most important of all the mechanisms of biological evolu-
tion (e.g. Darwin, 1859: 33)26 because it acts against entropy – only through 
natural selection can complex and well-organised organisms emerge, whose 
intricate biological construction makes them look as if they were created by 
an intelligent being (the “illusion of design”). In most cases, we use “selec-
tion” to mean natural selection. Natural selection should be distinguished 
from artificial selection (selective breeding), that is the process by which 
humans breed animals and plants, and in which the selection pressures 
do not come from nature, but rather are created by humans. However, 
the mechanism of both is basically the same. Sexual selection is often dis-
tinguished from natural selection, but here we assume a broad definition 
of natural selection that includes sexual selection as a subtype of natural 
selection (see also remark a) below).

It is precisely the notion of natural selection that constituted Darwin’s most 
original contribution. The idea of evolution in the sense of macroevolution 
had its predecessors, but proposing natural selection as its specific mechanism 
was a breakthrough idea. Darwin’s 1859 study discusses the mechanism, but 
the last paragraph provides a synthetic summary of the mechanism at work:

These laws, taken in the largest sense, being Growth with reproduction; 
Inheritance which is almost implied by reproduction; Variability from the indi-
rect and direct action of the conditions of life, and from use and disuse; a Ratio of 
Increase so high as to lead to a Struggle for Life, and as a consequence to Natural 
Selection, entailing Divergence of Character and the Extinction of less improved 
forms. (Darwin [1859] 2013 Volume 2: 345) [highlights in the text – PZ, SW]

Essentially, evolution by means of natural selection must fulfil three 
conditions: diversity, heredity, and differential reproductive success. The 
organisms of a given population:

	•	 have different traits from one another;
	•	 these traits and so these differences, at least to some degree, originate in 

their genes and are thereby inherited;

	26	 “Furthermore, I am convinced that natural selection has been the most impor-
tant, but not the exclusive, means of modification.” (Darwin, [1859] 2013 
Volume I: 33).
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	•	 reproductive success is not the same for all organisms – those who have 
certain traits produce more offspring than the organisms who lack these 
traits.

The notion of differential reproductive success (dRS) is key to under-
standing natural selection because, in contrast to variation and heredity, it 
is multi-faceted. Reproductive success is a combined measure of both the 
organism’s ability to survive and its ability to produce offspring (see remark 
a) below). It is also strictly connected with limitations on resources and the 
organisms’ struggle for them. Łomnicki (2012: 26) provides the following 
description: “[V]‌ariability, which determines chances for survival and pro-
ducing offspring, is best visible when resources are limited, so that some 
organisms do not reach sexual maturity, and there are large differences in 
the number of offspring produced among those who do reach maturity”.

By way of example: there are individuals which run faster (variability) 
in a population of cheetahs, faster parents have faster offspring (heredity), 
and being faster translates into being a better hunter; in turn, being a 
better hunter increases chances of survival, which means that fast-running 
individuals also have a better chance of producing offspring (differential 
reproductive success). As long as speed does not incur additional costs, 
faster cheetahs will produce more offspring in subsequent generations than 
will slower cheetahs. Therefore, the number of genes correlated with speed 
will increase in the genetic pool of later generations. This – a change in 
the relative proportion of specific genes in a given population – fulfils our 
definition of evolution.27

Owing to its simplicity, the mechanism of natural selection can briefly 
be summarised as follows: “[T]‌raits that increase an individual’s chances 
to survive and reproduce are inherited and become more widespread at the 
cost of those traits that decrease the same chances”

We must make four remarks in this regard:

	a)	 First of all, natural selection defined in this fashion includes sexual selec-
tion. Survival of individuals and their ability to find a mate are both 
parts of one’s reproductive success. From an evolutionary perspective, 

	27	 The example of cheetahs is often used in course books which discuss evolution 
(see Krukonis and Barr, 2011).
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it makes no difference whether an individual does not reproduce due to 
dying young or due to not having sexual partners – in both cases, that 
individual’s reproductive success equals zero.

	b)	 Secondly, natural selection itself is a mechanism which acts exclusively to 
reduce variability. Organisms who do not reproduce do not pass on their 
genes, meaning that their genes are lost from the population, and so all 
variability would ultimately be bound to disappear, and all individuals 
would become identical copies – or at least their genotypes. However, 
mutation works in parallel with natural selection. Mutation introduces 
random changes in the gene pool and ensures a constant supply of vari-
ability which, as we know, is a prerequisite for selection to work. Thus, 
when we discuss natural selection, we often mean natural selection 
together with mutation, which provides the necessary variation.

	c)	 Thirdly, evolution, selection and mutation all work at different levels. 
Evolution concerns the whole population or its genetic pool; selection, 
although it could be applied at the genetic level, concerns individuals; 
mutation, in turn, concerns changes at the genetic level:  “[G]‌enes 
mutate, individuals are selected, and populations evolve” (Colby, 
1996; but cf. Box “Genes or Individuals?” below).

	d)	 Finally, the process of selection is a statistical process, and not a deter-
ministic law like the law of universal gravitation. Selection is illustrated 
by statistical generalisations: as in our example, not every fast cheetah 
must have more offspring, but it is enough that speed on average is pos-
itively correlated with reproductive success.

Box 2.2 � Genes or Individuals?

We do not directly inherit phenotypes (the individual appearance or behav-
iour, etc.). What we inherit are genes, and only through genes do we inherit 
phenotypic traits. The opposite is true of natural selection: what is subject to 
natural selection is the organism’s phenotype and only through the pheno-
type are genes selected. Bearing this in mind, we can talk about natural selec-
tion at the genetic level, and this is the view preferred by modern biology:

Natural selection is the process whereby certain genes gain representation 
in the following generations superior to that of other genes located at the same 
chromosome positions (Wilson, 1975: 3).

A gene is being favoured in natural selection if the aggregate of its replicas 
forms an increasing fraction of the total gene pool (Hamilton, 1972).
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Box 2.3 � Natural Selection (Adapted from Lewin and Foley, 2004)

Conditions heredity, reproduction, variability, competition 

Mechanism natural selection 

E�ects  adaptation, evolutionary change 

Fig. 2.1:  How natural selection works (chart adapted from A.R. Wallace). 
http://www.globalchange.umich.edu/globalchange1/current/lectures/selection/
boxes.gif. DOA: 08 Aug 2015.

2.1.1 � Adaptation

Following Darwin and his continuators, we have distinguished natural 
selection as the most important of all evolutionary mechanisms. Natural 
selection owes this status to what it brings about: natural selection leads 

Mutation creates
variation

Unfavorable mutations
selected against

Reproduction and
mutation occur

Favorable mutations
more likely to survive

... and reproduce

Fig. 2.2:  Mutation and natural selection. http://www.daviddarling.info/
images/natural_selection.png. DOA: 08 Aug 2015
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to adaptations. Adaptation is a term which denotes any phenotypic trait 
which increases fitness, and by this token increases the reproductive success 
of an organism in a given environment. In our example of cheetahs, running 
speed was such a trait; however, adaptations are all changes which exert a 
positive influence on survival and reproduction, including morphological 
traits (e.g., the bat’s wings which enable it to fly), or behaviours (e.g., the 
sucking reaction in infants). Not every trait is inherently adaptive – we also 
distinguish the by-products of adaptation and noise. The by-products of 
adaptations are random effects of adaptation which, in contrast to adap-
tation, do not have a functional structure and have not emerged “to solve 
adaptive problems”: for example, the redness of blood is not an adaptation 
in itself, but a by-product – because blood uses haemoglobin for oxygen 
transportation (Tooby and Cosmides, 2005: 28). Noise, on the other hand, is 
a completely random variation which does not affect survival and reproduc-
tion, thus being neutral for natural selection – such as the patterns produced 
by discolourations on the iris in the eye (Tooby and Cosmides, 2005: 28).

2.1.2 � Gene’s eye view and inclusive fitness

The notion of evolution by means of natural selection is often said to 
have developed at a time when there was no knowledge of the laws and 
mechanisms of heredity. The origins of genetics can be traced back to the 
pioneering experiments of Gregor Mendel (1822–1884), and its dynamic 
development in the 1920s and 1930s; still, the full consequences that 
genetics bore for the theory of evolution only became obvious in the 1960s. 
Thanks to the work of George C. Williams, William D. Hamilton and 
John Maynard Smith, and the subsequent synthesis and popularisation of 
this research by Richard Dawkins (1976), a revolution which changed the 
perception of evolutionary phenomena took place. Evolution began to be 
understood and formulated not at the level of traits of organisms, but from 
a gene’s eye view: bodies are only vectors for genes – “survival machines” 
manufactured by genes – which serve genes to produce and disseminate 
their copies. A quotation from Samuel Butler (2005 [1878]) neatly captures 
the core idea: “A hen is only an egg’s way of making another egg”.

Evolution is a change in a relative frequency of (different variants of) 
a gene in the gene pool of a population over a number of generations. 
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Organisms can pass their genes to other generations in a number of ways, 
reproduction being the most obvious of them – their “personal” reproduc-
tive success. However, it is not the only possible strategy. An organism can 
also influence the number of its genes in the genetic pool of the next gener-
ation by undertaking actions to help individuals which are closely related 
to this organism. Fitness measures how efficiently an individual passes on 
its genes. From the gene’s perspective, it does not make any difference how 
it is passed to another generation. Hence, from the gene’s eye view, fitness 
needs a complement of kin selection, which promotes the reproductive 
success of closely related organisms, sometimes even at the expense of that 
individual’s “personal” fitness (Hamilton, 1964a, b). What expresses this 
notion is inclusive fitness, which measures how successful an organism is 
in passing on the copies of its genes, both directly (its own reproductive 
success) as well as via its relatives (their reproductive success). This idea 
is usually illustrated by the assertion often attributed to J. B. S. Haldane, 
who supposedly stated that he would sacrifice his life for “two brothers or 
eight cousins”.

The theory of inclusive fitness, which is tightly linked to the gene’s eye 
view, constitutes a very useful explanatory tool. Inclusive fitness explains 
the ubiquity of nepotism (preferential treatment of relatives) in the world 
of humans and other animals; furthermore, extending this theory to the 
social sciences helps us understand numerous phenomena, such as poly-
andry (having more than one husband), ritual exaggeration of the degree 

Box 2.4 � Infanticide

The revolutionary “gene’s eye view” enables us to explain a significant 
number of phenomena that are inexplicable from the point of view of the 
benefit to the individual or the group, examples being “parasitic DNA” or 
genetic imprinting. However, infanticide remains the most distinct example 
(Hrdy, 2000). In many mammals  – including endangered species such as 
gorillas or lions – the male that takes over leadership in a group immediately 
kills all cubs which are not his offspring, so that the females stop feeding 
them. This causes the females to become fertile again, which means that 
they are ready to bear the current male’s offspring. This behaviour is an 
adaptation produced by natural selection, and while it threatens the species 
with extinction, it acts to make that male’s genes more numerous in the next 
generation; as a result, this adaptation is inherited by the next generation.



Evolution, Evolutionism, Evolutionary Thinking68

of relatedness (ritual kinship, blood brotherhood) or exaggeration of the 
lack of relatedness (xenophobia, racism).

The theory of inclusive fitness also has a direct application in the analysis 
of animal communication. Let us consider alarm calls, which are vocal 
signals emitted by many species of birds and mammals to warn the group 
about an approaching predator. Kin selection is considered to be an impor-
tant – possibly the most important – mechanism of the evolutionary emer-
gence of such calls: although the caller puts itself at more risk, it warns 
numerous close relatives. This of course increases their chance of survival, 
and when they reproduce, they will pass copies of its genes – and with them, 
the tendency to produce alarm calls – to the next generation (Sherman, 
1977). Tecumseh Fitch (2004; 2010) has discussed kin selection in rela-
tion to the evolution of language, suggesting that communication between 
relatives, especially between mothers and children, may have been crucial 
for the origins of language (see 5.4).

Kin selection28 sheds new light on the intriguing system of communica-
tion in the honeybee. Researchers such as von Frisch and Hockett marvelled 
at it, unaware that the inability to “lie” is the most important reason for 
such efficient communication (Chapter 5). Owing to such a unique repro-
ductive system, all bees in a swarm are very closely related to one another; 

Box 2.5 � Why Do We Share 98.5 % of Our Genes with a 
Chimpanzee and Only 50 % with Our Sister?

These comparisons are made on two different levels. When we discuss the 
differences between species, we compare whole genomes. However, when 
we consider kinship, we simply discard all genes which are the same for all 
members of a given population, and we only look at that part of the genome 
where we find differences. “Having 50 % of genes in common” means that 
50 % of the genes which have different variants in a population are identical.

	28	 Kin selection is often used to explain eusociality – a form of social organisa-
tion existing primarily in insects. It involves a population where there is only 
one female (or a limited number of females) performing the reproductive role, 
and the rest of the colony providing for the offspring. Eusociality in bees exists 
because individuals in a society are closely related.
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e.g. honeybees in a colony have 75 % of their genes in common, so from 
a genetic point of view, it is not so much an individual bee but the whole 
swarm that should be considered “one organism”: “[Bees] have more in 
common with the individual cells of a multicellular organism” (Maynard 
Smith and Harper, 2003). Similarly to the different cells forming one body, 
all bees work towards the same genetic purpose, and lying to each other 
would not make any sense from a genetic point of view. Their interactions 
are inherently cooperative, which in turn constitutes a principal condition 
for the emergence of efficient and complex forms of communication (see 
Chapter 5).

2.2 � Universal Darwinism and cultural evolution

It eats through just about every traditional concept, 
and leaves in its wake a revolutionized world-view, 
with most of the old landmarks still recognizable, 
but transformed in fundamental ways.

Daniel Dennett (1995: 63)

Biological organisms are not the only entities which undergo evolution by 
means of natural selection, and we do not mean this in the metaphorical 
sense of the word “evolution”. The conditions formulated by Darwin 
in the last paragraph of The Origin of Species are not only necessary, 
but also sufficient for natural selection to act; thus, any system which 
fulfils these conditions will become an arena for natural selection. When 
appropriately generalised, these conditions turn out to hold in a plethora 
of systems – as we said before, “from universes to religious dogmas” 
(Johansson, 2005). Universal Darwinism (Dawkins, 1983) is the term 
used to describe the generalised concept of evolutionary change by means 
of natural selection.

Let us then define evolution by means of natural selection more generally, 
beyond the biological level:

Evolution is any change in the relative frequency of inheritable units in a popula-
tion over a course of generations.

Natural selection is a non-random mechanism of that change, such that the 
proportions of different types of inheritable units in a population depend on the 
qualities of these units.
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As Johansson (2005: 14) points out, “evolution” and “selection” defined at 
this level of abstraction do not require the distinction between genotype and 
phenotype. Thus, it is unnecessary to talk about organisms and their genes 
(see Box 2.2 “Genes or Individuals?”). Units that are subject to heredity 
can be the same units that are subject to selection.

Computer programs are a very good example of non-biological evolu-
tion. Some of them, for example computer viruses, have the ability to spread 
their own copies. Replication, however, does not equal evolution: what 
evolution needs is variation which leads to differential reproductive success. 
Genetic algorithms meet this requirement – small changes in the structure 
of the code, similar to changes in DNA, introduce variation. Versions of 
the same program arise that are marginally different and reproduce at a 
different pace. Those versions that are worse at propagating their copies 
become less prevalent until they become completely extinct, whereas those 
versions of the program that are better at reproducing become increasingly 
numerous.

Culture also evolves. Richard Dawkins (1976) proposed the best-known 
notion of cultural evolution and called the evolving units memes. Memes 
are “tunes, ideas, catch-phrases, clothes fashions, ways of making pots 
or of building arches” (Dawkins, 2006: 192). Every meme fulfils the key 
conditions: ideas replicate, are passed from one mind to another, and in 
that process they undergo modifications and distortions. Their reproductive 
success – their proliferation – depends on their traits: easy and interesting 
ideas are easier to remember, so they spread better. Cultural evolution is 
not limited to the world of humans because animals also have cultures, at 
least in the sense of non-genetic inheritance of behaviour patterns29 – and 
so, for example, bird songs can culturally evolve as they are learned by suc-
cessive generations of birds. Although memetics is a promising concept, it 
has not been successfully developed theoretically, mainly because in practice 
it is difficult to convincingly identify its basic units, i.e. individual memes.

The concept of cultural evolution has a great significance in reference 
to complex cultural entities such as language. The next generation will 

	29	 The existence of cultural traditions in wild communities of the common chim-
panzee (Pan troglodytes) has been authoritatively confirmed by the leading 
chimpanzee researchers in a paper in Nature (Whiten et al. 1999).
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not create language from scratch, but will inherit the language of the pre-
ceding generation. However, heredity is not completely faithful – new units 
compete with old ones and sometimes replace them; we must bear in mind 
that these units are units of replication and need not neatly correspond to 
traditional linguistic units such as phonemes, morphemes or lexemes. To 
achieve reproductive success – to have a growing representation in language 
use – individual linguistic forms must be easy to remember and to pro-
nounce, and they must also be well suited to performing their commu-
nicative function. However, the main condition for the general structure 
of language is learnability, i.e. being easy to acquire by children. Their 
brains, or more specifically their cognitive capacity for acquiring linguistic 
structures, are the environment which creates selection pressures to which 
these structures must adapt. Language, as a system of signs and rules for 
combining them, is a cultural analogue of a biological organism – a ben-
eficial parasite (Christiansen, 1994) – which must be well-adapted to its 
environment, that is to the brain of the host, in order to be transmitted to 
the next generation.

As we see here, biological evolution can also influence cultural evolu-
tion, and vice versa. Genes build brains adapted to language use. In turn, 
linguistic ability itself can be a selective factor, i.e. how well one speaks 
a language can influence position in the group or competition for mates 
(Miller, 2000). If proficient use of language increases reproductive suc-
cess, then selection will promote the genotypes favouring the mastering of 
language faster and more accurately. This points to the notion of biological 
and cultural co-evolution in the evolution of language (e.g. Deacon, 1997; 
see 3.3.2).

2.3 � Evolutionary psychology

In the future I see open fields for far more 
important researches. Psychology will be securely 
based on the foundation already well laid by Mr. 
Herbert Spencer, that of the necessary acquirement 
of each mental power and capacity by gradation. 
Much light will be thrown on the origin of man and 
his history.

Charles Darwin, The Origin of Species (1859: 488)
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Since the early 1990s, and particularly in the last decade, we have been 
witnessing an expansion of evolutionism in the sciences connected with a 
“fashion” for the evolutionary explanation of cultural phenomena. The social 
sciences have been markedly influenced by evolutionary inspirations. David 
Buss (2003), in the final chapter of his course book on evolutionary psychology, 
gives examples of the applications of evolutionary thinking in various subfields 
of psychology: to cognitive, social, developmental, clinical and personal, as 
well as to cultural phenomena. Łukasz Budzicz’s (2012) overview provides 
another account. He lists eighty papers with studies conducted from an evo-
lutionary perspective, and assigns them to 45 thematic fields, such as physical 
attractiveness, empathy, rape, intelligence, popular culture, memory, gossip, 
body image in women, decision-making, violence, racism, relations between 
relatives, religion, consciousness and happiness. We must emphasise that this 
body of literature comprises recent research published in the leading psycho-
logical journals, mainly within the last decade. This comprehensive list can be 
easily extended or elaborated in more detail (e.g., depression, suicide, etc.), but 
as it stands we can state categorically that there is no field in the humanities 
or the social sciences where the influence of evolutionary thinking is absent.

Evolutionary psychology functions in at least two senses. First of all, it 
is a research paradigm in the prototypical meaning of the term, i.e. with 
its own institutionalised base (journals, scientific societies, courses and 
study programmes at universities) and a set of core statements universally 
accepted by researchers in that field. Secondly, evolutionary psychology in 
a broader sense can be understood as a general theoretical perspective or 
as a research approach towards human behaviour – as a way of thinking 
about humans that has been inspired by evolution.

What characterises this perspective is the assumption that the human 
cognitive system, similar to the body, is the product of evolution by means 
of natural selection. By analogy to the heart or kidney, which are highly 
specialised organs shaped by natural selection to fulfil their functions effi-
ciently, we can talk about “mind” organs which were also shaped by nat-
ural selection to fulfil their functions best:  to control the behaviour of 
the organism in such a way that it can cope with recurring issues, that is 
selection pressures.

This approach has been developed by two American researchers – Leda 
Cosmides, a psychologist, and John Tooby, an anthropologist (see for 
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example, Cosmides and Tooby, 1997). Below, we quote a summary of 
their work by Szymon Wróbel (2005; see also Komendziński, 2002: 135):

(1) The brain is a physical system which functions like a computer. The pur-
pose of its circuits is to generate adaptive behaviour, i.e. a behaviour adapted 
to the variable events of the external world. (2) The neural systems of the brain 
(modules) were developed through natural selection to solve problems which our 
ancestors faced in the course of our evolutionary history. (3) Consciousness is 
only the tip of the iceberg; we cannot introspectively access most of the processes 
which take place in our minds. As a result, our conscious experience may mislead 
us as to the complexity of the components included in our software. Processes 
which may seem simple, obvious and natural to us (such as perception or the 
rules of entering into marriages) frequently are not so simple and obvious, and 
postulate the existence of very complex and highly specialised structures (rules). 
(4) The components (modules) included in our mind were designed to solve basic 
evolutionary problems; as such, these circuits are unable to solve other problems 
(for which they have not been designed). (5) The skull of the modern human 
houses a Stone Age mind, which means that modern humans struggle by having 
to use an obsolete organ.

Box 2.6 � Evolutionary Humanities and Arts

The evolutionary approach towards human behaviour enables us to find – or 
at least bring us closer to finding – solutions to many fascinating issues, such 
as the functions of blushing or sleeping. However, evolutionary thinking also 
finds applications in fields which may seem quite resistant to naturalistic 
explanations.

Darwinian literary theory is a controversial area of research which 
explains literary trends and motifs by referring to human evolutionary his-
tory, e.g. the basic adaptive problems in the evolution of Homo (see below). 
A similar logic finds a broader application in the analysis of culture and the 
media (Szlendak and Kozłowski, 2008). Yet another example of evolutionary 
inspiration in literary research is the use of phylogenetic trees, inspired by 
reconstructions of the relations between biological species. This method 
allowed researchers to settle the relations between nearly sixty preserved his-
toric copies of Chaucer’s Canterbury Tales, and to establish which of them 
were closest to the original (Barbrook et al., 1998). A 2013 study (Tehrani, 
2013) traces “The Phylogeny of Little Red Riding Hood”, i.e. the origins 
of the European, Asian and African versions of this story. Additionally, it 
shows that those motifs which were not altered when they were passed from 
generation to generation are the reflections of the fundamental adaptive 
problems of humans, e.g. reproduction, avoiding predators, and evaluation 
of the reliability of information.
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2.4 � Popular reception and the sins of evolutionism

Evolutionism has a special place not only in contemporary science, but 
also at the meeting point of science and popular reception. The theory 
of evolution has long constituted a key paradigm which, to a degree, 
has represented science as a whole, or an ideal of science and academic 
research in public discourse. It also led to deep divisions in terms of con-
flicting worldviews. Communities which perceive the Darwinian theory 
of the emergence of the biological world, and particularly the emergence 
of humans (anthropogenesis), as conflicting with their religious dogmas 
have always been interested in undermining the scientific status of evo-
lutionism. Ideological opposition to evolutionism is connected with the 
doctrines of creationism and Intelligent Design, and the notorious battles 

Box 2.7 � Evolutionary Research on Behaviour

Apart from evolutionary psychology, such sciences as ethology, sociobiology 
and behavioural ecology have also studied behaviour from a Darwinian per-
spective. The rudiments of ethology were created by scientists working in the 
1930s, for example Konrad Lorenz, Niko Tinbergen and Karl von Frisch, 
who emphasised the distinction between innate instinctive actions and con-
ditioned actions. Classical ethology often explained phenomena by referring 
to group selection – the so-called “good of the species” – which is refuted by 
contemporary evolutionism (see Section 2.5.4). The principle of ethological 
methodology is the observation of organisms in their natural environments, 
i.e. the environments in which evolution occurred.

Sociobiology emerged from the ethological research of groups, which 
was undertaken in the 1960s and 1970s. Its emergence is connected with 
the work of Edward O. Wilson (1975, 1979), an entomologist. The main 
aim of researchers working in this paradigm is to explain the evolution of 
social behaviours in functional terms. They construe the functionality of 
behaviours as an evolutionary benefit which such behaviours brought about 
in the past, and which contributed to their proliferation.

Behavioural ecology, similar to sociobiology, has its roots in classic 
ethology. Its methodology combines tools developed by ecology with an 
ethological approach to research on behaviour. Behavioural ecologists  – 
notably John Krebs, Nicolas Davies and Richard Dawkins  – discover the 
mechanisms of making rational decisions that optimise the benefit-to-cost 
ratio in such complex behaviours as finding food, choosing a mate and 
fighting.

(summary adapted from Workman and Reader, 2004: 14–15)
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against teaching the theory of evolution at schools waged by the supporters 
of the two doctrines.30

However, not all ideological opposition to evolutionism originates in reli-
gion. The vision of the human being constituted by traditional social sciences 
(Standard Social Science Model, cf. Tooby and Cosmides, 1992) assumed 
the human body has been moulded by evolution, but the human mind has 
been shaped by culture, science, and socialisation. Evolutionism undermines 
this dogma by referring to the genetic and innate foundations of behaviour, 
which some circles may not find easy to accept. Moreover, evolutionary 
views have been connected with such discredited views and ideologies as 

	30	 Take John T. Scopes’s court case of 1926, which has become an inspiration for 
novels and films.

Box 2.8 � Why Are Black Women Ugly?

“Why Are Black Women Less Physically Attractive Than Other Women?” 
is the title of a 2011 Psychology Today blog post authored by Satoshi 
Kanazawa. In his post, the controversial evolutionary psychologist from the 
prestigious London School of Economics presented data that was supposed 
to indicate that black women are less attractive than other women, suggesting 
that the matter may boil down to testosterone levels. Critics immediately 
identified flaws in both the data analysis and the argumentation, Psychology 
Today removed the post from its blog, and Kanazawa himself acknowledged 
that his conclusions were incorrect.

An incorrect understanding of evolutionary psychology can fuel racist 
or sexist arguments. However, a proper understanding of an evolutionary 
approach to humans provides us with the strongest arguments against 
racism because it undermines the idea of “race” itself – the traditional divi-
sion into human races is not corroborated by any actual genetic differences 
(e.g. Marks, 2002). Although evolutionary psychology touches on impor-
tant and sensitive social issues, it is a science  – and as such is subject to 
evaluation by scientific criteria and not its social implications. Among those 
who responded to the entry from Psychology Today, there were 68 influen-
tial evolutionary psychologists who, despite severely criticising Kanazawa’s 
paper, agreed on one issue: topics which are politically incorrect should not 
be topics closed to science.a

aThe statement can be found at the following address: https://www.scribd.
com/document/231350957/Kanazawa-Statement
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predatory (laissez-faire) capitalism, social Darwinism, eugenics, Nazism 
and racism. Arguments referring to Darwin’s theory have been used, for 
example, to legitimise sterilisation of the mentally challenged or to justify 
aggressive colonial expansion at the expense of the “inferior races”.

The assumptions of evolutionary psychology, due to their strong 
emphasis on differences between the structure of male and female psyches, 
also raise concerns and resistance in feminist circles, as the assumptions can 
be used to legitimise the traditional division of sexual roles as well as male 
dominance, and in its extreme (and extremely erroneous) interpretation, 
to justify violence or rape by referring to the “natural order of things”. 
The stakes are thus very high when it comes to the proper interpretation 
of evolutionary mechanisms in humans.

The evolutionary inspiration for the analysis of phenomena – and psy-
chological phenomena in particular – is not only fashionable but also fre-
quently taken up by popular media, and as a result of the general turn 
towards naturalist thinking, biological explanations are becoming even 
more widespread. This prompts us to investigate the quality of explanations 
based on evolutionary thinking. Such explanations are obviously nothing 
new, but the majority of them are superficial, unverified or simply erro-
neous, and their history dates back at least to 1960s. Desmond Morris 
(1967) formulated some of the most popular evolutionary accounts, such 
as concerning the origin of the prominent red lips and female breasts in 
Homo sapiens as a sort of visual imitation of genitals and buttocks respec-
tively. Aside from Morris’s Naked Ape we also have Elaine Morgan’s (1982) 
“aquatic ape”, which postulates that human traits such as hairlessness are 
a remnant of an aquatic period of our evolutionary history. Similar adap-
tationist accounts (see 2.5.2) are widely known, but scientifically they are 
simply unconfirmed anecdotes.

As early as 1979, Stephen J. Gould and Richard Lewontin warned against 
what they referred to as just-so stories31 – creating possible, but unverified, 
adaptive explanations. Gould and Lewontin ironically refer to Voltaire’s 
doctor Pangloss, who states that “everything was created for a purpose. Our 
noses are created for glasses and this is why we wear glasses, our legs are 

	31	 The reference is to the collection of tales about animals by Rudyard Kipling.
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evidently created for trousers – and this is why we wear trousers”; that is 
how they illustrate the “adaptationist programme” (panadaptationism – see 
2.5.2) – an unjustified assumption that the existence of a trait itself means 
that this trait has an adaptive function: it is “useful” and has emerged as a 
result of natural selection.

Steven Pinker (1997: 37) provides more examples: “Why do men avoid 
asking for directions? Because our male ancestors risked being killed if they 
approached a stranger. What purpose does music serve? It brings the com-
munity together”. Note, however, that Pinker’s goal in bringing them up 
was polemical – as Pinker indicates, such explanations are not bad because 
they are evolutionarily inspired – they are simply bad explanations.

Although – as we see – the fashion for evolutionary explanation has its 
own history, the unprecedented scale of this fashion and the ever-increasing 
scope of its influence on everyday life is a novelty. This practical influence 
and its consequences lead us to realise the growing contemporary impor-
tance of evolutionism. The evolutionary approach functions broadly in the 
media not only in its descriptive version, which allows us to explain and 
understand reality, but also in the applied version: it has been popularised 
in concepts which have direct practical implications. An example is the 
area of relations between men and women, where various gurus offer their 
strategies of seduction that supposedly refer to the evolutionary principles.32 
Another example – the recent “paleo” fashions, which promote diets or 
physical exercise in line with “the evolutionary history of humans”, actually 
have little basis in scientific literature.

2.5 � Evolution: Myths and misconceptions
If you think you understand [evolution], you don’t 
know nearly enough about it.

Michael Le Page “Evolution: 24 Myths and  
Misconceptions” (2008)

The simple logic of the theory of evolution by means of natural selection 
undoubtedly has its advantages. Using the evolutionary logic as a research 
tool does not require any technical knowledge or hi-tech scientific equipment. 

	32	 For example, Wacewicz 2009 offers a critical analysis.
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Yet, this apparent accessibility has its price, and the image of evolution gen-
erated by popular culture, manufactured by the press and popular science 
programmes is largely false. As we will find out, such an image frequently 
permeates academic discourse, which is full of erroneous references to the 
theory of evolution made by academic communities that do not have a 
firm grasp of the theory of evolution. That is why many introductions to 
evolutionary theory (e.g., Colby, 1996; Gould, 1999: 131–227; Guttman, 

Box 2.9 � Paleo Fashion

“Paleo” training programs and diets are experiencing a growing popularity. 
They refer to the assumption that the human body has been shaped by selec-
tion pressures typical of the Palaeolithic (i.e. during the Stone Age, circa 
2.6  million to 11  thousand years ago). The metropolis, industry or even 
farming are fairly recent developments in the evolutionary history of our 
species, and thus our organisms are adapted to the types of physical strain 
and types of food typical of the lifestyle and diet of a Palaeolithic hunt-
er-gatherer, and not these of a city slicker. Advocates of paleofitness make a 
number of recommendations regarding an optimal “natural” training regime 
(such as running barefoot), and the followers of the “paleo” diet recom-
mend avoiding products obtained by farming, for example dairy and cereal 
products.

The main assumptions of this “paleo” fad are justified, but its advocates 
are inconsistent in applying their evolutionary logic, which also suggests a 
few critical arguments against going on such a diet. First of all, the evo-
lution of human beings did not end in the Palaeolithic – natural selection 
has influenced human populations after it, and these populations have been 
adapting to new lifestyles. One example is a mutation enabling adults to 
digest lactose in many populations, an ability that is near-unique in adult 
mammals. Secondly, our diet is composed of organisms which, just like us, 
live in a Darwinian world and are subject to the laws of selection. In the wild, 
the genes of organisms which were not eaten are transmitted to the next 
generation:  natural selection thus promotes the development of defensive 
mechanisms, such as toxins in plants. Crops, however, are subject to artifi-
cial selection whereby humans purposefully develop the strains which do not 
have toxins, are easy to digest and are generally suitable for the human diges-
tive system. Finally, palaeoanthropologists (such as Gowlett, 2003) indicate 
that the concept of a single “Stone Age diet” is a myth because even the diets 
of our distant ancestors were extremely varied in certain populations and 
depended on their local environments (see also Wrangham, 2009). The most 
detailed criticism of paleofitness and paleodieting can be found in the work 
of Marlene Zuk (2013).
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2005: 9–12; Johansson, 2005: 16–20; Krukonis and Barr, 2011: 335–343), 
and especially to evolutionary psychology (Cosmides and Tooby, 1997; 
Buss, 2003: 40–44), include chapters which place a special emphasis on 
explaining evolutionary myths and misconceptions.

We must bear in mind that the account provided below is rather basic. 
Readers have at their disposal a wide range of resources which offer a more 
detailed discussion of the topic. We recommend the classic, but still up-to-
date, introduction by Dawkins (1976, 2006). Here, we relate our choice 
of myths and misconceptions to the threats that they pose to language 
evolution as a research field.

2.5.1 � Simplification: Evolution = natural selection

In many cases, identifying evolution solely with natural selection constitutes 
an intentional, or at least a conscious, simplification. Darwin was convinced 
that “natural selection has been the most important, but not the exclu-
sive, means of modification” (1859: 333). Talking simply about evolution, 
without the burdensome modification “mainly by means of natural selec-
tion”, is a useful shorthand. However, it is imperative that the simplification 
not become an error: we have to remember the other mechanisms, such as 
genetic drift, and be wary of the dangers of panadaptationism, too.

2.5.2 � Misconception: Panadaptationism (naïve selectionism)

What was the purpose of the earlobe? What was its evolutionary function? 
Posing this kind of questions assumes that an organism can be analytically 
reduced to a set of traits, each of which must be then considered in isola-
tion from the others. It further assumes that a separate adaptive function 
may be identified for every trait which defines its “use”. This logic assumes 
that every trait has a separate raison d’être which is a reflection of specific 
selection pressures which led to its evolutionary emergence. As we found 
out in Section 2.4, Gould and Lewontin objected to such an approach in 
their 1979 manifesto. They criticise the proliferation of superficial adap-
tive explanations in which natural selection is an all-powerful and unre-
stricted force which arbitrarily shapes phenotypes, so that all aspects of 
form, function and behaviour of organisms are a priori considered to be 
adaptations.
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Gould and Lewontin call such an approach “the adaptationist program” 
and indicate several problems of this approach. They emphasise that natural 
selection is not the only evolutionary mechanism, but most importantly that 
its productivity is restricted by the laws of physics, biology, or even logic. 
Some highly adaptive solutions may be physically impossible (invisibility), 
some may be unworkable (an additional pair of limbs would not fit the 
general body plan of a mammal), and others may not be beneficial overall 
(even bigger human brains would use enormous amounts of energy and 
would cause problems during childbirth).33 Gould and Lewontin, without 
questioning the principal importance of the role of adaptation, propose 
explanatory pluralism which says that before we conclude that the trait is 
an adaptation, we must consider alternative hypotheses – for example, that 
the trait is “noise” or it is a spandrel: a by-product of selection pressures 
which influence other aspects of organisms. This is exactly how the ear 
structure and the chin structure (the result of reorganisation of the bones 
in the skull) are explained.

In the evolution of language:
There are numerous implications for the evolution of language, but they 
must all be treated with caution. Even though the biological ability to acquire 
language, understood as a complex functional system, has the hallmarks 
of adaptation, the adaptive scenarios of its emergence are restricted. Each 
component of linguistic ability could have evolved under different selec-
tion pressures, which additionally could have changed at different stages 
in the emergence of language. The process could have been influenced by 
mechanisms different from natural selection, such as genetic drift. Moreover, 
restrictions and construction trade-offs have undoubtedly played a role in 
the whole process. After all, linguistic ability did not evolve in isolation, 
but as a trait of complex organisms whose populations were under other 
numerous selection pressures, not related to language. Furthermore, we 
should not expect that linguistic ability is either “optimised” to perform a 
specific function or that there will be only one function, or even that the 
contemporary functions of language are a good reflection of the functions 
performed during earlier evolutionary stages. Most of all, we should adopt 

	33	 Examples: PZ & SW.
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a research attitude which foregrounds constraints, as proposed by Terrence 
Deacon:

What I think is important about my scenario, compared to many others, is not 
what it claims, but what it refuses to assume at the outset. Knowing the facility 
with which we can create stories to explain almost anything, I imposed certain 
restrictions on my search for a “likely story.” I  began with a list of limiting 
caveats. 34

2.5.3 � Misconception: Survival of the fittest

Darwin’s doctrine is commonly identified in public discourse with the state-
ment about “survival of the fittest”, which leads to viewing the organic 
world as an arena where individuals fight for their lives (“nature red in tooth 
and claw”).35 However, the statement about “survival of the fittest” should 
not be attributed to Darwin but to his contemporary philosopher, Herbert 
Spencer (1820–1903). Although On the Origin of Species emphasises the 
aspect of survival, Darwin was well aware of the role of reproduction, 
and he used the term “struggle for existence” in a broader sense, which 
explicitly included producing offspring. Natural selection does not simply 
favour “strength” or even the ability to survive (when not accompanied by 
reproduction). Natural selection increases the prevalence of these genes, and 
of the traits connected with them, that enable an organism to have more 
offspring than other organisms in its population.

In the evolution of language:
Emphasising the significance of sexual selection is also reflected in some 
of the concepts in the evolution of language. The most obvious uses of 
language that translate into its probable adaptive functions (but see 2.5.2) 
relate to ecology, e.g. gathering information about the environment (see 
Dennett, 1994; Harnad, 2002), or the making of tools (Morgan et al., 
2015); however, many authors indicate functions of languages which 
could have been directly or indirectly related to the social mechanisms of 
sexual selection. The indirect connection is explained by language being 

	34	 From an interview conducted by Sławomir Wacewicz http://www.cles.umk.pl/
PDF/WywiadTD.html

	35	 From Tennyson’s poem In Memoriam, Canto 56.
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an instrument for interaction and social manipulation, for example, Robin 
Dunbar’s (1996) concept of gossip, or Jean-Louis Dessalles’s (2007) con-
cept of vigilance. More directly, language use itself has been proposed to 
function in sexual selection as an honest signal of the reproductive value 
of an individual (Miller, 2000).

2.5.4 � Misconception: Preservation of the species/
The good of the species

The fundamental assumptions of synthetic theory 
of evolution are that transmitting genes to the next 
generation is the most important task of every 
species. It constitutes the driving force behind 
evolution and the basis for the existence of a 
species.

Quote from a statement by The Lech Kaczyński  
Academic Civic Club (Poznań, 30th January, 2013)

Please note that evolution is not a purposeful 
process, therefore species have no tasks… 
Because the emergence or extinction of species are 
evolutionarily rare events, natural selection only 
acts at the species level in a weak way and it does 
not lead to the emergence of adaptations useful to 
the species. It can, however, lead to the evolution 
of traits which are beneficial for individuals, but 
damaging for the demography of a species.

Statement of the Committee for Evolutionary and 
Theoretical Biology, Polish Academy of Sciences in 
response to the statement by The Lech Kaczyński

Academic Civic Club from January 2013  
(Cracow, 6th February, 2014).36

The belief that organisms act for the good of a group or species was pre-
sent in the mainstream biology even as late as in the mid-20th century. The 
1960s completely changed it with the advent of the genocentric approach. 
However, statements about the “good/survival/preservation of the species” 

	36	 The full text can be accessed at: http://www.kbet.pan.pl/_http://www.kbet.pan.
pl/images/stories/Stanowisko_KBEiT_odnosnie_listu_AKO.doc
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have become part of everyday language, the media and collective awareness, 
including – as the first quotation shows – the awareness of some academic 
circles. The view about “the good of the species” is quite intuitively plausible 
because it is easy to imagine that individuals who are similar to one another 
and live in one group will act to achieve some common goal. However, the 
reality is quite different, perhaps dramatically. Dawkins believes that the level 
of “species” is arbitrary – if we consider the interactions one level up the tax-
onomy, we would have to expect a lion to help an antelope “for the good of 
the mammals” (Dawkins, 2006 [1976]: 10). Yet, competition for resources 
is fiercest at the level of species because organisms which belong to the same 
species compete for exactly the same resources (food, territory, mates). The 
concept of evolution of behaviours for the good of the species is also incom-
patible with observable facts, infanticide being the most remarkable instance 
(which we described in Box 2.4, and which was mentioned in the statement 
issued by Committee for Evolutionary and Theoretical Biology of the Polish 
Academy of Sciences) – this adaptive behaviour works against the good of 
the species, even these threatened with extinction, such as gorillas and lions.

In a more general sense, the notion of group selection is not completely 
discredited and has recently re-emerged mainly in mathematical and tech-
nical considerations. A formal perspective on the conditions for group selec-
tion was specified by George R. Price (1972). However, multilevel selection 
proposed by Elliot Sober and David S. Wilson (1998) is currently the most 
popular version of the general concept of group selection. Sober and Wilson 
argue that due to the configuration of environmental conditions, selection 
can occur at several levels: at the level of genes in which alleles compete 
for spreading in the genetic pool of a given population; at the level of 
organisms (the standard understanding of selection in Darwinism), in which 
individuals compete with one another; and finally, as Sober and Wilson 
emphasise, under certain conditions selection can also occur at the level 
of groups. These conditions include the existence of fierce competition 
between groups, which lowers competition between individuals within one 
group, and also takes into account the fact that every now and again groups 
split up and form anew. Sober and Wilson’s group-selectionist logic assumes 
that members of a group who have a beneficial trait that undergoes selection 
attain reproductive success, and therefore this group gains an advantage 
in the rivalry against other groups. However, we must emphasise that the 
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threshold conditions under which the power of group selection becomes 
significant are extremely strict, hence group selection is a process several 
orders of magnitude weaker than selection at other levels.

In the evolution of language:
The consequences of the status of group selection are crucial for the evo-
lution of language. First and foremost, the benefits that language brings 
to the group, or to individuals when they function with other linguistic 
individuals, cannot be logically relied on when explaining the selection 
pressures leading to language. The challenge is to explain the individual 
adaptiveness of language to the first language users embedded in otherwise 
non-linguistic groups. Before language could have emerged, there must have 
existed such environmental and social conditions which promoted changes 
leading to language at the level of individual benefits in reproductive success.

2.5.5 � Misconception: Lamarckism

Lamarckism refers to the views originating in the work of Jean-Baptiste de 
Lamarck (1744–1829) on the heredity of acquired traits, frequently illus-
trated by the example of a giraffe which, when reaching for leaves at the 
tops of trees, will extend its neck and then transmit this trait, i.e. extended 
neck, to its offspring. In reality, the differences which occur at the level 
of phenotype – such as greater strength acquired through heavy lifting 
workouts – generally cannot modify the genotype, and by extension cannot 
be inherited (the consequence of the so-called “central dogma” of molecular 
biology). Broadly speaking, it is assumed that changes in the genotype are 
solely the result of mutations which are not influenced by changes in the 
phenotype. Such a view is perhaps intuitive to some degree – in the end, we 
do not expect to transmit our acquired traits such as a broken leg or fluent 
French to our children through our genes. What is more, mutations are 
random by nature, which means that the occurrence of a certain mutation 
does not depend on whether the trait (a change in phenotype) is going to 
be in any way beneficial to an organism or not: the “demand” for a given 
mutation does not make its emergence more likely. It bears significant 
consequences for the speed of evolution: Darwinian evolution by means 
of natural selection is a gradual and multigenerational process, and big 
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phenotypic changes in a population require a lot of time to appear, spread 
and stabilise.

In the evolution of language:
Although Lamarckism does not provide an accurate description of bio-
logical evolution, numerous authors (see Łastowski, 2004) indicate that 
cultural evolution is inherently Lamarckist, which explains its relatively 
rapid pace. The different paces of Darwinian and Lamarckist mechanisms 
may also explain the evolution of language. The phylogenetic distance 
between humans and non-human apes is relatively small: we share 99.5 % 
of our phylogenetic history and approximately 98 % of our genome with 
chimpanzees (although interpreting this value is tricky – see Marks, 2002). 
The huge phenotypic differences at the level of behaviour or social organi-
sation are the result of processes of cultural evolution, such as technolog-
ical development. This resonates with the arguments we present in Section 
3.3.2, which say that we should not discuss language only in the sense of 
biological adaptation – a language-ready brain (Arbib, 2005; see 3.3) – but 
also languages, plural, as systems of cultural replicators whose present state 
is the effect of hundreds or thousands of generations of cumulative cultural 
evolution (Christiansen and Chater, 2008).

2.5.6 � Misconception: Macromutation and saltationism

An alternative for the gradualist evolution made with “small steps” would 
be the scenario of a “catastrophic” sudden change which would involve the 
occurrence of a significant transformation in one or a few generations, for 
example, the emergence of a complex phenotypic trait. Saltationism (from 
Latin saltus, meaning “a jump”) is the term used to describe this sudden 
change. Saltationism is a view refuted by the theory of evolution, as gener-
ally natura non facit saltum (nature does not make leaps).

On the one hand, we know one possible mechanism of saltationism, 
namely macromutation, which entails a major change in the phenotype, 
such as in the body structure (e.g., a leg replacing an antenna in an insect). 
Although macromutations do occur in nature, in the overwhelming majority 
of cases they are eliminated by natural selection. This stems from the fact 
that an organism is not a collection of individual traits, but a well-bal-
anced whole, whose complexity and degree of organisation is frequently 
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compared to a jet plane, and every change of a single parameter influences 
a number of others. To understand the after-effects of macromutation, we 
must bear in mind that it is a result of a completely random “tinkering” 
of evolution. The chance that a random modification to the engine of a 
jet plane will improve its performance is low, but this cannot be ruled out 
entirely if the change is slight enough. A randomly chosen major modi-
fication in such a complex machine, however, simply must bring about 
negative results.

In the evolution of language:
Without referring to supernatural occurrences (in other words: wonders), 
the saltationist scenario of language emergence in just one step is quite 
impossible, and in a few steps is still extremely unlikely. While Derek 
Bickerton (compare 1998 and 2009) has renounced his “catastrophic” 
scenarios, Noam Chomsky (e.g. 2010: 59) still seems to be a proponent of 
saltationism in the evolution of language, which may be connected with 
his quite specific definition of the term “language” (see Section 3.3). Recent 
research in the evolution of language has been characterised by a gradual 
move away from simple scenarios (especially those of the “magic X com-
ponent” variety, see Section 3.3.2). Currently, the majority of researchers 
agree that the evolution of such a complex functional system as human 
language ability must have been a long, multi-stage process, regardless of 
whether it emerged by means of punctuated equilibria or gradual processes 
(see Pinker and Bloom, 1990).

Box 2.10 � Gradualism, Punctuated Equilibria, Saltationism

Saltationism should not be confused with punctuated equilibria (Gould and 
Eldredge, 1972). Punctuated equilibria differ from gradualism considerably, 
in assuming that the tempo of evolution is changeable rather than constant. 
The theory of punctuated equilibria claims that the phenotype of a popu-
lation remains stable for a large number of generations until the environ-
mental conditions “suddenly” change causing new and powerful selection 
pressures driving the phenotype to a new stable form, so large changes can 
be accomplished over a relatively small number of generations. The adjective 
“sudden”, however, is relative and should be understood in reference to geo-
logical time, rather than truly sudden “jumps” over single generations, like 
in the case of saltationism.
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2.5.7 � Misconception: Evolution has a purpose (teleology)

Evolution is an impersonal, natural process which is not governed by any 
design:  it does not plan, it does not have any intentions, it does not set 
any objectives and does not try to achieve them. Our everyday experience 
leads us to believe that complexity can only be a result of well-thought-
out actions, and that is why when we see the enormous complexity of 
organisms, we easily succumb to the “illusion of design”, taking them for 
forms which were purposefully created. However, the timescale of natural 
selection is completely different from the length of human life. Evolution is 
a “blind watchmaker” (Dawkins, 1996), “not an engineer with a drawing 
board, but a tinkerer” (Jacob, adapted in Pinker and Bloom, 1990), who 
“acts as an opportunist, not a perfectionist” (Lem, 1984: 32).

It is hard to talk accurately about the non-purposeful nature of evolution 
without running up against a linguistic problem. The language of the descrip-
tion of evolutionary processes itself creates an illusion of teleology (Johansson, 
2005). Talking about evolution or selection which “shape”, “favour” or “elim-
inate” cannot be avoided – this is a feature of the conceptual metaphors which 
we use to describe the phenomenon (see Drogosz, 2013). Richard Dawkins’s 
books are a telling example, as he emphasises the impersonal and non-
deliberate features of evolution, but he simultaneously and consciously chooses 
metaphors which personify evolution – for example, the eponymous “blind 
watchmaker” and “selfish gene” (1976) – for the greatest rhetorical effect.37

One of the consequences of the non-purposeful characteristics of evolu-
tion is its short-term action. Since selection always takes place on a current 
basis, natural selection does not plan for the future or make “long term 
investments” – it favours changes which are adaptive here and now and 
not those which are likely to become adaptive after some time. The type 
of a long-term morphological change which increases reproductive success 
can occur if and only if all intermediate stages also result in an increased 
reproductive success that is not below the population average. In other 
words, the fact that the final result would be useful does not suffice for the 
complex system to evolutionarily emerge – all the intermediate stages must 
be better, or at least not worse, than their alternatives.

	37	 A detailed explanation of this nomenclature can be found, for example, in the 
anniversary edition of The Selfish Gene (Dawkins, 2006).
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In the evolution of language:
This feature of natural selection has direct implications for the evolution 
of languages, as it eliminates scenarios which claim that the adaptive value 
of language (that is the usefulness of language itself) is sufficient expla-
nation for its evolutionary emergence. Similar to other complex systems, 
in the emergence of the human language capacity, every stage must have 
had its own evolutionary sense whose presence can be substantiated inde-
pendently of its role in language. Each subsequent change had to lead to 
a well-functioning phenotype before the sum of such changes could have 
been able to equip us with language; otherwise, the alleles responsible for 
such changes would have been eliminated by natural selection before this 
final result could be accomplished.

2.5.8 � Misconception: Evolution means progress or 
going up in the great chain of beings

Because of the way the term has been used in common parlance, “evolution” 
has come to connote development and progress, thus acquiring an axiological 
and evaluative dimension. The evolutionary process, however, is not pur-
poseful or axiological in nature and does not aim at developing forms that are 
“better” than its predecessors; it actually often leads to the emergence of such 
forms which are simpler than their predecessors (see Gould, 1994). Similarly, 
it is only by habit that we speak about “higher” and “lower” organisms 
because from an evolutionary point of view there are no bases for such an 
evaluation – for every current population of organisms, their existence is the 
evidence of their proper adaptation to the environment.

Thinking about evolution in terms of values, especially when committing 
the teleological fallacy (2.5.7 above), is frequently applied to human 
evolution. Its reflection is the popular image (Fig. 2.3) suggesting that 
anthropogenesis – the evolutionary process by which humans emerged – 
was based on the replacement of ape ancestors by “better”, “more intelli-
gent” etc., forms.

Such a depiction often leads to two erroneous conceptualisations. First of 
all, human phylogeny is not linear, with one species replacing another, but is 
more akin to a tree with various branches, depicting many – often contem-
poraneous – forms. For example, the modern Homo sapiens overlapped in 
time with Homo erectus and Homo floresiensis, and when it comes to the 
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Fig. 2.3:  The traditional – and erroneous – depiction of anthropogenesis. http://
www.bbc.co.uk/worldservice/news/2008/10/081007_endofevolution.shtml. 
DOA: 08 Aug 2015.
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Neanderthals and the Denisovans (see Box 3.4 “Selected Hominins”), they 
lived in the same areas and almost certainly interbred with Homo sapiens, 
producing hybrid offspring.38

Secondly, it is highly unlikely that all abilities only improved in 
anthropogenesis. Although there is no straight correlation between brain 
volume and intellectual potential, it is worth noting that Neanderthals had 
bigger brains than Homo sapiens and that in the Neolithic period – approx-
imately within the last 10,000 years of our history – the average volume 
of the human brain has significantly reduced (Hawks, 2011). Apes too 
can surprise us with their cognitive abilities, some of which can be better 
than in humans, e.g., some forms of spatial memory appear to be better in 
chimpanzees that in humans (see Section 4.4.4).

2.5.9 � Misconception: Recapitulationism (“ontogeny 
recapitulates phylogeny”)

The myth regarding evolution as progress was widespread in the 19th cen-
tury. As a result of this misconception, Ernst Haeckel, a German biol-
ogist, assumed that the “higher” forms are the evolutionary extensions 
of the “lower” forms, so in their development they have to go through 
all the “primitive” stages characteristic of the “lower” forms, with the 
more advanced stages only added on top of these more basic ones. On this 
basis, Haeckel formulated the recapitulation theory, or the biogenetic law, 
according to which an individual’s stages of evolution reflect and sum-
marise analogous stages in the evolutionary development of the whole 
genus and species: “ontogeny recapitulates phylogeny”. Later research has 
undermined both the accuracy of Haeckel’s reconstructions (especially of 
the embryonic stages of individual species) on which he based his conclu-
sion, and the adequacy of the notion of recapitulationism as a whole (e.g. 
Gould, 1999). But the misconception about ontogeny recapitulating phy-
logeny continues to linger even in the academic literature.

	38	 Currently, the non-African populations have approximately 1–4 % of genes 
identified as Neanderthal (most probably inherited from the Neanderthals) 
(Green et al. 2010). On the other hand, the Malaysians have 4–6 % of genes 
identified as Denisovan (most probably inherited from the Denisovans) (Reich 
et al. 2011).
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In the evolution of language:
In the light of recapitulationism, data from language acquisition in children 
may be adequate to reflect the problems of the evolution of language. As 
there are no other “simpler” forms of language in animal communication, 
we might be led to imagine that the early phylogenetic stages of language 
development resembled those in ontogeny. Such an approach would be 
invalid, however, as there are no reasons why these two processes should 
be parallel.

On the other hand, it is worth emphasising that research in language 
acquisition has provided a large number of useful analogies and a wealth 
of data which, juxtaposed with others (converging evidence, see Section 
3.2.1), can support some arguments over others: for example, children’s 
readiness for the acquisition of sign languages (see Sections 6.4.2 and 6.5.3) 
can be interpreted as evidence that the human innate language capacity is 
not limited to the vocal modality.

2.5.10 � Misconception: Confusing explanatory levels

Why do people have sex – is it because of their hormones, to satisfy their 
sexual drive, in order to have children, or maybe because they inherited 
the tendency from their ancestors? Niko Tinbergen (1963), one of the 
founders of ethology, has presented an important scheme for evolutionary 
explanations. He has remarked that explanations of behaviour pertain to 
four levels of description:

	•	 Explaining how a given behaviour works and what are the conditions 
which trigger it;

	•	 Function  – understood as the influence of the behaviour on the 
organism’s fitness;

	•	 The behaviour’s evolutionary history; and
	•	 Ontogeny, a pattern according to which organisms acquire the behav-

iour in the course of their lives.

The research scheme based on this reflection came to be referred to as 
“Tinbergen’s Four Whys”. According to Tinbergen, the evolutionist who 
aims to fully explain a certain behaviour should research all four causes 
which cumulatively create the full picture of the development of that 
behaviour. It is a grave error to treat the answers as mutually exclusive 
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alternatives, only one of which can be true. For example, the explana-
tion “humans like eating sweets because it is pleasant” is not an alterna-
tive to “people like eating sweets because it is their adaptation” – both 
statements can simultaneously be true. The first statement stops at the 
proximate level of explanation, which describes the mechanism, but it 
does not answer the question “why is the taste of sweets so pleasant to 
people?” On the functional and ultimate level, the physiological mecha-
nism of sweet taste perception, connected with the reward system in the 
brain, is an adaptation in itself, which emerged in the process of natural 
selection:  individuals motivated by the mechanism to consume sweet 
food were better nourished than others and transmitted this trait to the 
next generations.

Similar to other evolutionary concepts, this scheme can also be applied 
beyond the boundaries of evolutionary biology, such as with reference to 
traffic lights, by asking questions: How do they work? (mechanism); How 
has their construction changed over the years? (phylogeny); How are they 
manufactured? (ontogeny); and finally, to What extent does their function 
influence the chances of survival of the road users? (function) (Bateson and 
Laland, 2013).

In the evolution of language:
Remembering to keep apart the different explanatory levels is rather impor-
tant for research on language evolution. For example, it points to the need to 
consider all types of available data, whether their relevance is phylogenetic 
(e.g., comparisons with extant apes) or ontogenetic (language acquisition 
in children). It also serves as a useful reminder that the current functions 
of language may be different from those language had at its beginnings. 
Finally, considering language evolution on four parallel levels makes it 
possible to better appreciate the complexity of language and so avoid the 
false “innate vs learned” dichotomy.

2.6 � Summary

Unfortunately, the above list could be longer. There are many myths, 
simplifications and fallacies in the application of evolutionary logic. We 
have not mentioned, for example, the misconceptions related to erroneous 
beliefs about genes – such as genetic determinism or assuming a one-to-one 
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mapping between genes and phenotypic traits (which could suggest that 
there is a single “language gene”).

Our aim was to discuss language evolution in terms of the general the-
oretical bases of evolutionism. While identifying the assumptions and 
mechanisms of the evolution of language, and especially specific hypotheses 
and evolutionary scenarios of the emergence of this trait, it is important 
to be careful and to be moderate in our assumptions. Knowledge of the 
influence of Darwinian ideas on the theoretical frameworks in language 
evolution enables us to shift our focus from speculative glottogenetic sce-
narios to the role of constraints. This will be the topic of the next chapter.





Chapter 3 � The Evolution of Language:  
A Departure from Glottogenetic 
Scenarios

We study evolution to understand the present as 
much as the past, about which we shall be forever 
uncertain.

Michael Studdert-Kennedy (2005: 12)

The short answer to the question of How the Brain 
Got Language is “through biological and cultural 
evolution.” The challenge is to be more specific.

Michael Arbib (2013: 107)

Is language the most important trait the Homo species has evolved? The 
emergence of linguistic communication was certainly a milestone: Darwin 
(1871) considered language to be the greatest invention of humankind, 
alongside fire. Maynard Smith and Szathmáry (1995) share the view that 
it was a major transition, equal only to such developments as the emer-
gence of chromosomes or the cell nucleus. From a cognitive perspective, 
the evolutionary emergence of language probably constitutes “the hardest 
problem in science” (Christiansen and Kirby, 2003b). This label is both 
controversial and useful. The list of riddles which may contend for this title 
is certainly long, though Christiansen and Kirby’s intention is to under-
score the second element of the phrase – to recognise the issue of the origin 
of language as a scientific problem. They describe a new consensus because 
the scientific status of the issue of the origins of language and the scientific 
field which investigates it – the evolution of language – became established 
only at the beginning of the 21st century. Language evolution is an interdis-
ciplinary area of research comprised of different discourses that are united 
by a common goal – explaining the evolutionary emergence and develop-
ment of the human-specific capacity to acquire and use language.

Even as late as in the 1970s and 1980s, especially in linguistic reflection, 
a different approach seemed to dominate, one which considered the search 
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Box 3.1 � Language Evolution and Related Areas of Research

Language evolution (also called the evolution of language, sometimes 
EvoLingo or EoL) – understood not as a process but as an area of research – 
is an interdisciplinary science about the biological and non-biological 
mechanisms of the emergence and development of language; its aim is to 
answer the question “How did it happen that people (and not other primates) 
have language?” Language evolution also includes the evolution of languages. 
Defined more narrowly, language evolution is a science that examines the 
phylogenetic emergence of the language faculty, which is a genetically condi-
tioned and human-specific ability to acquire natural language.

Language origins, or the study of the origins of language, is a term pertaining 
to the same domain and the same type of investigation as the evolution of 
language, though it is used less commonly due to the connotations with the 
speculative, non-scientific tradition on reflecting on the origins of language 
(see “glottogony” below).

Evolutionary linguistics, is a term that is sometimes used interchangeably 
with language evolution, though it generally connotes research which is less 
interdisciplinary and more strictly linguistic, quantitative, and whose subject 
is the evolution of languages.

Biolinguistics also investigates the origins of human linguistic capacity, but 
within a narrow theoretical framework delineated by Chomsky’s generativist 
paradigm – as such, it is one of the contemporary currents in language evolution.

Evolution of languages  – which we differentiate by the plural (following 
Hurford, 1999; 2003) from language evolution, is a field of study not con-
cerned with the biological evolution of language faculty, but with the devel-
opment of linguistic structure via mechanisms of cultural evolution; the 
evolution of languages is currently closely tied with language evolution and, 
in the broad sense of the latter term, can be considered its subfield.

Glottogeny – reflection upon the beginnings of language; here, we narrow 
down the use of this term to naturalistic speculations on the origins of 
language. Such study began at the beginning of modernity and has con-
tinued until the emergence of language evolution as an area of research (cf. 
language evolution).

Glossogeny – a synonym for the evolution of languages. The term refers to 
the study of the development of linguistic structure via the mechanisms of 
cultural evolution.

Historical linguistics, or diachronic linguistics, investigates the history of 
specific languages and their pre-history, aiming esp. at describing the degree 
to which languages are related and of grouping them into family trees. 
Historical linguistics, which studies the nature, chronology and dynamics of 
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for both the pre-historic and biological beginnings of language to be an 
unscientific and non-academic pursuit. For instance, while Gerhard Doerfer 
compared the reconstruction of the Proto-Indo-European language to “a 
large clearing dimly lit by scarce rays of sunlight”, he made the following 
statement about comparative research into the origins of language:

However, this clearing is surrounded by a dark forest of glottogony (…) full of 
absolute silence, eternal darkness and overgrowing thickets where one can easily 
get entangled. This dark forest we should not enter, because where it begins, all 
knowledge ends. (cited from Kuckenburg, 2006)

language change, is closely related to research on the evolution of languages 
(see above), but differs in its timescale, and when it comes to stating the 
relation between languages and reconstructing their earlier forms (i.e. 
protolanguages in historical, not evolutionary, sense) it is part of compara-
tive linguistics (originally comparative philology).
Adapted from: Wacewicz 2013

Perspective Science Timescale Subject of Research

Ontogeny  language 
acquisition

years (a few, a 
dozen years)

spontaneous acquisition 
of an ethnic language, 
learning a foreign language 
by children and adults

Glossogeny evolution of 
languages 

thousands, tens 
of thousands, 
potentially 
hundreds of 
thousands of 
years

evolutionary changes in 
the general structure of 
communicative code, the 
shift is cultural in nature, 
and replicators are freely 
(e.g.. statistically) defined 
units of language 

Phylogeny evolution of 
language (nar-
rowly defined)

from the mo-
ment when phy-
logenetic lines 
of chimpanzees 
(Pan) and 
hominins 
diverged – 
approximately  
6 to 7 million 
years 

evolutionary changes, 
especially those which 
have adaptive value, 
leading to the biological 
capacity of humans to 
acquire natural language; 
the change is biological 
and the replicators are 
genes.
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Jacek Fisiak makes an even more blatant statement (1985):

The problem has two aspects, i.e. a phylogenetic one – the emergence of language 
in the history of our species, and an ontogenetic one – the emergence of language 
in children. The reflection on the phylogeny of language was pursued in myths 
and religious doctrines, in the works of philosophers; however, it constituted a 
problem situated far from the centre of linguistic research of the 20th century, 
with some notable exceptions (Jespersen 1922).

But Kendon (1991) writes that:

Discussion of the problem of language origins has by now become quite wide-
spread and certainly highly informed. It may still not be fully respectable; and 
many still regard it as, at best, a kind of intellectual game. If this is what it is, it is 
nevertheless a much more interesting and challenging game than it once was, and 
it provides a focus through which a wide range of highly diverse fields of knowl-
edge and theory may be brought into relationship with one another. (Kendon, 
1991: 202)

Kendon was right. A year earlier, in 1990, in a breakthrough paper enti-
tled “Natural Language and Natural Selection”, Steven Pinker and Paul 
Bloom claimed that language constitutes a complex adaptation specific 
to humans, and that it should be investigated in an evolutionary context. 
This text and the date of its publication are considered to be a turning 
point by many language evolution researchers (e.g., Johansson, 2005: 3; 
Dessalles, 2007: 103; Wacewicz and Żywiczyński, 2012) – a symbolic 
re-opening of the discussion which had remained dormant since 1866 (see 
1.2.2).39 It is true that the following years saw a surge in interest in the 
topic of language evolution, which can be seen in the rapid growth of the 
number of publications about language evolution; their number, according 
to some estimates, was ten times greater in 1990–1999 in comparison to 

	39	 Some even suggest that between 1866 and 1990 the topic of the origins of 
language was not explored at all (e.g., Scott-Philips, 2010). As Chapter 1 and 
section 3.1 (see also Fitch, 2010: 16) indicate, this is a misunderstanding, and the 
1866 edict and Pinker and Bloom’s paper from 1990 should be treated merely 
symbolically. On the other hand, Pinker and Bloom’s text is the most often cited 
source in research on the evolution of language (according to the “Language 
Evolution and Computation Bibliography”), and the Journal of Evolutionary 
Psychology issued a special edition on the 20th anniversary of its publication. 
Evidently, symbols are also needed.
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the previous decade.40 The next turning point that confirmed the status 
of the evolution of language as an area of research was the launch of the 
Evolang conference series.

What made the 1990s so different from previous decades and led to this 
research breakthrough? It seems that this was the effect of the convergence 
of four major factors:

	•	 a renewed interest in the origins of language and a growing openness to 
research into the issue (3.1.1);

	•	 a nativist and cognitive revolution in the language sciences (3.1.2);
	•	 developments in empirical disciplines and, following on from this, a 

richer and more complete research material (3.1.3);
	•	 advances in evolutionary thought (3.1.4).

3.1 �  Road to the science of language evolution

3.1.1 � Renewed interest

At the turn of the 1950s and 1960s, questions about the origins of language 
were ceasing to be a taboo topic among linguists. This resulted, on the one 
hand, from the development of Generative Grammar, and more specifically, 
from the more biologically oriented description of language formulated by 
Chomsky. On the other hand, it was connected with the fact that some of 
the more prominent linguists had been trying to tackle this problem as well. 
Undoubtedly, Charles Hockett (1916–2000) contributed to undermining 
the “glottogenetic taboo” in linguistics. He developed the famous idea of the 
design features (see Box 3.2 below) of language. In a series of publications 
(1958; 1959; 1960a; [1960b] 1977; Hockett and Altmann, 1968), he pro-
posed a new model of defining language via a direct confrontation of its 

	40	 See Christiansen and Kirby (2003b) who measured the number of publications 
about ‘evolution’ and ‘language’ together [Topic=(evolution) AND 
Topic=(language)] according to the ISI Web of Knowledge. Currently, browsing 
the ISI Web of Science (all databases) reveals research output in the field in the 
1990s to be 5.6 times what it was in the previous decade, while research in the 
period 2000–2009 was 3.6 times what it was in the 1990s; these growth rates are 
significantly higher than the comparable growth rates of research output in the 
language sciences in general, the figures for which are 2.5 and 2.3 respectively.
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features with the codes of animal communication. According to Hockett, 
there was no single feature of language which could not be found in animal 
communication; the uniqueness of language consisted instead in the simul-
taneous presence of features which otherwise existed only in some codes, for 
instance, the use of the vocal-auditory channel in parrots, interchangeability 
in duos of singing gibbons, or displacement in the dance of the honeybee 
(Hockett, 1960a; 1960b).

In his description of these features, Hockett does not avoid making evo-
lutionary remarks; he even proposes an evolutionary scenario in which the 
communication of what he refers to as protohominids had all the design 

1950s
cognitive revolution

• Animal communication
• Computer modelling
• Cognitive neuroscience
• Genetics
• Gesture studies
• Psychological experiments

• Animal cognition
• Paleoanthropology
• Archaeology
• Robotics
• Speech anatomy
• Developmental psychology

Kuhnian factor
(Popularity of evolutionay approaches)

Empirical factor
(novel methods/sources of data)

Chomskyan factor
(internalistic perspective)

1960s +
modern evolutionary theory

1990s
evolutionary psychology

+
1990s +
the empricial footing

Fig. 3.1:  Developments that led to the contemporary research field of the 
evolution of language.
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features of language apart from displacement, productivity and the full 
range of cultural transmission. In a paper from 1964 entitled “The Human 
Revolution”, Hockett, together with the anthropologist Robert Ascher 
(1931–2014), derived language from the alarm calls which apes use and 
which were supposed to belong to the communicative repertoire of the last 
common ancestor. The revolution referred to in the title involved opening 
the closed “lexicon” of signals by opening the possibilities to combine them, 
first in two- and later in multi-phrasal strings. Hockett’s design features 
became a textbook reference point for comparing human language and 
animal communication; however, currently the system should be considered 
obsolete because it emphasises the logistics of human communication, and 
not its cognitive infrastructure (for a detailed criticism, see Wacewicz and 
Żywiczyński, 2014).

Yet another influential, albeit much more controversial, linguist of the 
period is Morris Swadesh (1909–1967). Swadesh is particularly well known 
for being the creator of lexicostatistics, which involves a quantitative com-
parison of cognates in selected languages; and of glottochronology, which 
uses lexicostatistical observation in order to establish the dynamics and 
direction of change in the history of languages. These lexicostatistical 
reflections led Swadesh to the problem of the origins of language, which he 
described most extensively in his posthumously published The Origin and 
Diversification of Language (1971). Swadesh begins with the idea that there 
is an evolutionary continuity between animal calls and language, the legacy 
of which may be seen in contemporary language in the form of exclamations 
(1971: 179). The system based on exclamations was supposed to evolve in 
two stages: in the first, which Swadesh termed “eoglottic”, the sounds of 
protolanguage became phonomimetic and in this way they became tied to 
schematic symbolic contents. To illustrate, plosives were supposed to relate 
to violent stimuli, nasals to mild stimuli, and spirants were supposed to 
express recurrence (1971: 200). In the second – “paleoglottic” – era, these 
sounds started to be used in expressions referring to actions and shapes that 
they phonomimetically resembled (1971: 208). Although Swadesh’s ideas 
are no longer seriously considered by linguists, the problems he raised about 
(i) the continuity between ape vocalisations and the sounds of language, 
and (ii) the scope of sound symbolism in contemporary languages and its 
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role in the emergence of language, are still the subjects of heated debates 
(e.g., Hauser et al., 2002; Zlatev, 2014a).

Roger W. Wescott (1925–2000), an American linguist and anthropolo-
gist, attempted to re-engage linguists in a discussion about the early stages 
of language in a paper entitled “The Evolution of Language: Re-Opening 

Box 3.2 � Hockett’s Design Features

Hockett worked on defining the design features of language for about ten 
years. He began by specifying seven features (1958; 1959), then he pos-
tulated thirteen (1960a; [1960b] 1977), and the number finally grew to 
sixteen (1966; with Altmann, 1968). It is his proposal featuring thirteen 
design features that is best-known, especially among linguists, and it is these 
features that will be discussed here.
Vocal-auditory channel: the sound of speech – the prototypical signal in lin-
guistic communication – is transmitted via the mouth of the speaker to the 
ear of the listener.
Broadcast transmission and directional reception:  the sound of speech is 
transmitted in all directions, but the recipient is able to perceive which direc-
tion the sound is coming from.
Rapid fading: the sounds of speech disappear once they have been produced 
by the signaller.
Interchangeability:  speakers can produce a signal they have received and 
understood.
Total feedback: speakers are also recipients of the sounds they produce.
Specialisation: the only purpose of speech is to communicate.
Semanticity: elements of speech signals have meanings tied to them.
Arbitrariness: there is no direct link between the form of a sound signal and 
its meaning.
Discreteness:  sound signals are not continuous and are made of dis-
crete elements, such as sounds, syllables, morphemes or grammatical 
constructions.
Displacement: speakers can communicate messages about things which are 
not present in the here-and-now, or which are abstract.
Productivity: the discrete and countable elements of language can be used in 
order to produce novel utterances.
Cultural transmission:  languages are transmitted from one generation to 
another, and a person has to learn a language in order to use it.
Duality of patterning: phonetic elements of language signals (phonemes) do 
not have any meaning, but their combinations (lexemes) do.

Sources: Crystal, 1987, 396–397; Jasiński, 2010; Wacewicz and Żywiczyński, 2014.



 Road to the science of language evolution 103

a Closed Subject” (1967), which was written in the Chomskyan paradigm. 
On his initiative, the first symposium on the origins of language was con-
vened during a meeting of the American Anthropological Society in 1972, 
which resulted in the publication of a volume of papers edited by Wescott, 
Gordon Hewes, and William C. Stokoe (1974). In the mid-1970s, several 
more symposia and conferences devoted to the topic were organised, the 
most important of which was the one organised (again) by Wescott during 
a meeting of the New York Academy of Sciences in 1975 and a meeting in 
Munich convened under the auspices of Gesellschaft Teilhard de Chardin 
in 1975.

Yet another important field of research which was integral to 
developments in thought about the origins of language was gesture 
studies. This field developed first as a branch of psychology and later, in 
the mid-20th century, emerged as an independent research area in its own 
right. Adam Kendon (1972; 1975; 1983a; 1983b), David McNeill (1985) 
and Paul Ekman with Wallace V. Friesen (1969a; 1969b; 1972) made pio-
neering efforts in the field. The person who connected the arguments from 
gesture studies to reflections on the origins of language was the American 
anthropologist Gordon W. Hewes (1917–1997). He was familiar with 
the history of the glottogenetic thought and had a talent for reconstruc-
tion, which he demonstrated in several research papers (e.g., papers from 
1975; 1976; 1977a and 1996). However, Hewes’s ambition was to make 
glottogenetic speculations an area of knowledge which would uncondi-
tionally be subject to empirical findings. He was convinced that language 
had developed from gestural behaviours, a claim for which he coined the 
term the “Gestural Primacy Hypothesis” (1973), and demonstrated his 
own scenarios of the emergence of a gestural protolanguage, its devel-
opment and its transition to the vocal-auditory channel (see e.g., Hewes, 
1977a).

However, his greatest achievement was identifying those research areas 
which could be used to galvanise powerful arguments in gestural sce-
narios of language origin. Firstly, he indicated the enormous expressive 
potential of gestures and pantomime in contemporary humans. Gestures 
in natural linguistic communication always co-exist with speech and facil-
itate the understanding of spoken messages; pantomimic communication, 
in situations in which interlocutors do not know the same language, can 
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express even extremely complex ideas. Hewes refers to the accounts of 
European travellers from the period of the great geographical discoveries, 
who were able to obtain information about topography, the dangers that 
awaited newcomers, and even the political systems of tribes from the indig-
enous populations, all through non-linguistic communication. It led him 
to the conclusion that totality of facts does not support the view of a 
purely vocal character of language, and that this characterisation is only 
the result of “the long obsession of linguistics” with speech (1973: 11). 
Yet another important intuition of Hewes related to the lack of continuity 
of the vocal communication of nonhuman primates and language, which 
was to make the gestural primacy scenario more credible (1973; 1975; 
1977a; 1977b). In developing this line of argument, he referred to the 
failed attempts to teach apes spoken language (Furness, 1916; Kellogg 
and Kellogg, 1933; Hayes and Hayes, 1952), and on the other hand he 
documented promising attempts to teach them visual systems of com-
munication. He primarily concentrated on the use of sign language to 
educate chimpanzees by R. A. and B. T. Gardner (1969; 1971) and David 
Premack (1970; Premack and Premack, 1974) (see 3.1.3 RESEARCH ON 
PRIMATES). In his considerations, Hewes also refers to data from neuro-
science. Writing before the technological turn which allowed the study of 
the brain in vivo (see 3.1.3 NEUROSCIENCE), Hewes draws his remarks 
from neuropathology, indicating the immense robustness of gestural-visual 
communication, which tends to be spared in disorders related to language 
(e.g., 1977a: 132–133). Finally, Hewes refers to research on sign languages 
used both by hearing and deaf people, suggesting that sign languages are 
widespread, can emerge spontaneously, are very iconic, and are easier to 
comprehend by non-users than spoken languages (1977a: 111). Although 
some of Hewes’s ideas are still controversial (such as, for example, his final 
postulate about the greater iconicity of sign languages in comparison with 
spoken languages; Brentari, 1998), the majority of his intuitions turned out 
to be accurate, and they set paths which contemporary researchers have 
followed. By connecting erudition with empirical sensitivity and inter-
disciplinary approach, he is both a representative of a long glottogenetic 
tradition and the first researcher to represent the contemporary evolution 
of language.
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3.1.2 � Chomsky, internalism and the biological 
foundations of language

The events we have described happened at a time of the biggest revolution 
in linguistics since de Saussure, a revolution which resulted from the work 
of Noam Avram Chomsky. Starting with a critique of behaviourism, which 
reduced all cognitive processes to stimulus-reinforcement patterns, he pro-
posed a new framework for language and linguistics, which assumed that 
cognitive processes were real. Although Chomsky’s linguistic ideas have 
changed quite frequently – beginning with a grammar based on rewrite rules 
(1957; 1962), through transformational-generative grammar (1965), to the 
minimalist programme (1995), the way he has viewed language has always 
been based on the same motifs and intuitions. First of all, as noted earlier, 
Chomsky argues that language – and more specifically the “language fac-
ulty” – primarily involves cognitive processes; thus, he understands linguis-
tics to be a part of psychology (1972). Assuming such a perspective leads 
him to focus exclusively on “linguistic competence”, that is the linguistic 
knowledge possessed by every native speaker of a given language; the way 
language is used in communication (performance) is of no concern to him. 
Chomsky goes a step further and states that the only linguistic reality is 
I-Language. This concept refers to the linguistic knowledge internalised by 
a speaker of a language (1986). The notion of I-Language is contrasted with 
E-Language, i.e. externalised language, which encompasses de Saussure’s 
langue and parole (see Jackendoff, 2002); for Chomsky, E-language is 
a hypostasis derived from existing I-Languages and is thus only epiphe-
nomenal in nature. This is where Chomsky’s strong biological nativism 
comes to light. I-Language is the final state of a bio-programme which is 
innate in each human being. Similar to the way anatomical organs such 
as the liver develop in a living organism, conditioned by the genetic code, 
language develops in a child’s mind/brain under the influence of environ-
mental stimuli. I-Language is the fully developed state of the language organ 
(1986), whereas Universal Grammar constitutes its initial state in a child’s 
mind; the development of Universal Grammar into a natural language is 
governed by a Language Acquisition Device (a notion which Chomsky 
borrowed from Lenneberg, see below). This biological understanding of 
the language faculty made it possible to think about language in terms 
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of adaptation (even though Chomsky himself rejects such a possibility). 
Another characteristic feature of this approach pertains to modularity, i.e. 
the thesis that language constitutes a separate module in the brain and the 
mind, independent of other cognitive processes. Strictly speaking, language 
is syntax that is defined by Universal Grammar (1965).

Eric Heinz Lenneberg (1921–1975), a linguist and a neuroscientist, 
played an important role in the formulation of a biological interpretation 
of Chomsky’s idea. Working from his own research on language acquisition 
in children, he advanced the thesis that there exists an innate, biological 
mechanism which is responsible for the process (1964) – “the ability to 
acquire language”, as he initially called it, was later on replaced by the 
Chomskyan notion of a Language Acquisition Device (LAD). In a sem-
inal monograph entitled Biological Foundations of Language (1976), he 
propounded the critical period hypothesis, which assumes that acquiring 
a language needs to happen before a certain age, the end of which he set 
at the period of adolescence, after which the LAD, comprising of rules of 
universal grammar, stops working.

Chomsky greatly influenced the intellectual thought of the 20th century, 
reaching far beyond linguistics. Cognitive science, a contemporary branch of 
knowledge which studies the mind/brain, drew inspiration from Chomsky’s 
internalistic conception of language. Cognitive science, which is interdisci-
plinary in principle, came into being as an “alliance” between linguistics, 
artificial intelligence, philosophy, comparative psychology, and neurosci-
ence (see Bechtel et al., 1998); however, its further development, especially 
since the 1990s, has been connected with even greater interdisciplinarity,41 
i.e. stronger ties and a greater scale of cooperation between a growing 
number of disciplines (see Wilson and Keil, 1999). Cognitive science was a 
platform that provided the opportunity for interdisciplinary research into 
language evolution of language to develop (see Box 3.6).

	41	 And with expansion (Klawiter, 2004), i.e. a situation in which we solve a problem 
and we see that it goes beyond the framework we assumed, thus requiring a new 
type of data.
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3.1.3 � Advances in the neurosciences

One of the major reasons, if not a decisive one, why the breakthrough 
came in the 1990s were developments in the empirical sciences. Around 
this time, great progress was being made in primatology, neuroscience, 
palaeoanthropology, computer modelling and other key disciplines, which 
yielded a wealth of data. The advances in these areas of study made it pos-
sible to draw conclusions about language and its origins that were firmly 
based on empirical material, thus departing from earlier speculations.

Research on primates

As we have already mentioned, significant progress has been made in 
comparative studies, especially in the research on apes. After pioneering 
and unsuccessful attempts made by Garner (1900), primate ethology started 
to develop dynamically in the mid-20th century. Jane Goodall began her 
observations of the common chimpanzee (Pan troglodytes) in Gombe 
National Park in the mid-1960s, documenting a range of features for the 
first time, including the use of tools, hunting small game, and patterns 
of aggression against members of their own species (1969; 1971; 1986). 
Meanwhile, researchers from Japan noticed elements of cultural transmis-
sion in Japanese macaques (Macacafuscata), which involved cleaning food 
(Kawamura, 1959; Kawai, 1965) and using vocalisations (Itani, 1963). 
When it comes to vocalisations in primates, and more specifically to the 
famous gibbon duets, the existence of local, quasi-cultural variations had 
been detected earlier by Clarence R. Carpenter (1940).

From the perspective of the evolution of language, trying to teach 
apes language was even more important. We have already mentioned the 
unsuccessful attempt made by William Furness (1916), and other failed 
experiments with chimpanzees conducted by the Kelloggs (1933) and the 
Hayes (1952). Successes came with a change of approach, which started 
to occur under the influence of Robert M. Yerkes (1876–1956), a psychol-
ogist who worked with chimpanzees. Working from Yerkes’s intuitions, 
instead of teaching apes a spoken language, American researchers taught 
and worked with apes at the end of 1960s using a code based on a sign 
language. Their first success came when a female chimpanzee, Washoe 
(1965–2007) made progress. She was adopted by the Gardners, who taught 
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her American Sign Language. Washoe mastered nearly 350 signs, which she 
was able to use in order to communicate by combining them into simple 
structures (Gardner and Gardner 1969, 1971). Similar results were achieved 
by David Premack, who independently used a modified sign language in his 
work with another female chimpanzee, Sarah (1970; Premack and Premack, 
1974). Roughly at the same time as the Gardners were conducting the 

Box 3.3 � Primates: Classification and Description

Primates include small prosimians, which are distantly related to humans, 
as well as larger simians (Anthropoidea). Among the latter, there are New 
World Monkeys, Old World Monkeys (e.g., baboons and macaques) and 
apes, which are divided into Hylobatidae and Hominidae (Great Apes), the 
latter being most closely related to humans. Strictly speaking, humans also 
belong to this last taxon.
Great Apes, in contrast with Old World Monkeys, do not have a tail, are 
much bigger, and their diets include a larger proportion of fruit; further-
more, features which are typical of primates are further pronounced in great 
apes:  they have even smaller litters and a higher parental investment than 
other primates. Their encephalisation quotient is also higher, and thus their 
cognitive abilities are greater too. All species of great apes use tools in cap-
tivity as well as in the wild.
Apart from humans, we distinguish three main groups (species/genera) of 
great apes (see photos):
The Orangutan (Pongo) lives in the equatorial forests of Asia (on the islands 
of Borneo and Sumatra).
Its fur is orange and brown; the orangutan leads a relatively solitary arboreal 
life. There is a high degree of dimorphism between the sexes: females weigh 
up to about 45 kg, and males up to about 90 kg.
Humans’ and orangutans’ lines diverged approximately 12–20  million 
years ago.
The Gorilla (Gorilla Gorilla) lives in the equatorial forests of Africa
Herbivorous; lives in harems with one dominating male; infanticide is 
common; there is a high degree of dimorphism between the sexes. Females 
weigh up to about 68 kg, males up to about 180 kg.
The humans’ and gorillas’ lines diverged approximately 8–10  million 
years ago.
Chimpanzees (Pan) live in the equatorial forests of Africa
Humans’ and chimpanzees’ lines diverged approximately 6–7  million 
years ago.
The Pan troglodytes’ and Pan paniscus’ lines diverged 1–2 million years ago.
The Common Chimpanzee (Pan Troglodytes)
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Omnivorous; apart from fruit, leaves and sprouts, their diet includes nuts, 
insects and meat of vertebrates (including small monkeys and antelopes) 
which they hunt. They live in small groups of varying numbers and struc-
ture. Males, who establish coalitions, are dominant.
Use a wide range of tools; promiscuous system of mating; aggressive 
behaviours are widespread.
Some sexual dimorphism. Females weigh from 32 kg to 47 kg, males from 
40 kg to 60 kg.
Bonobo (Pan Paniscus)
Its diet comprises fruit and other vegetation, with meat constituting a smaller 
dietary proportion in comparison to the common chimpanzee.
Females are often dominant. Although aggression and violence are quite 
frequent, their scale and intensity is lower than in common chimpanzees. 
Bonobos are very promiscuous – they practise all kinds of sexual activity.
Although traditionally called “the pygmy chimpanzee”, they are nearly as 
big as the common chimpanzee, but they are lighter. A small degree of sexual 
dimorphism. Females weigh about 31 kg, males up to 39 kg.

Common chimpanzee (Pan troglodytes). Photograph: Jeremy Weate, licence 
cc-by 2.0
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Bonobo (Pan paniscus). Photograph: Trisha Shears, licence cc-by-3

Gorilla (Gorilla). Photograph: Scott Calleja, licence cc-by-2.0
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Orangutang (Pongo). Photograph: Eric Kilby, licence cc by-sa 2.0
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experiment with Washoe, and Premack with Sarah, Duane Rumbaugh 
together with his collaborators commenced the Lana Project, in which a 
female chimpanzee was taught to communicate via colourful blocks, called 
lexigrams (Rumbaugh and Gill, 1975). Sue Savage-Rumbaugh later used the 
same method when she was working with the two chimpanzees, Austin and 
Sherman. Plenty of control tests – such as categorical tasks – showed that 
the chimpanzees were able to use lexigrams and understood their meaning 
(Savage-Rumbaugh et al., 1978; 1980). Another breakthrough happened in 
Savage-Rumbaugh’s research group when a bonobo called Kanzi spontane-
ously acquired the ability to use lexigrams taught to his mother, Matata, in 
his presence (Savage-Rumbaugh et al., 1985a; 1985b). Kanzi is considered 
to be the most linguistically developed ape, and his skills have become a 
major point of discussion in works devoted to the evolution of language 
(see e.g., Bickerton, 1990; Deacon, 1997; Johansson, 2005; Fitch, 2010).

Genetics

One of Darwin’s greatest concerns, and a source of problems of his theory, 
was the lack of a theory of heredity. Gregor Mendel’s works, published 
in 1866, delivered the first solutions, although they were not discovered 

Fig. 3.3:  Lexigrams used by Duane Rumbaugh and Sue Savage-Rumbaugh’s 
research group. https://sites.google.com/site/austinstoll12communication/home/
lexigram. DOA: 15 Mar 2017.
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by the scientific community until 1900. The following years saw the rapid 
development of genetics, focusing on mutation at the expense of the role 
of Darwinian selection. Hugo de Vries (1848–1935), for example, believed 
mutation to be the main mechanism of evolutionary change, and thus saw 
it as more important than natural selection. This view started to change 
under the influence of works published by such geneticists as Thomas Hunt 
Morgan, Ronald Fisher, J. B. S. Haldane, and Sewall Wright, who noted 
the gradual influence of the accumulation of numerous mutations which 
had small effects on the phenotype. In the 1930s genetics became conso-
nant with the theory of natural selection, giving rise to the neo-Darwinian 
synthesis. Technological progress later in the 20th century allowed the bio-
chemical study of genes at the level of their molecular substrate, gradually 
leading to the greatest breakthrough: the discovery of the structure of DNA 
(Watson and Crick, 1953).

The considerable progress which has been made in recent decades in 
molecular biology translated directly into research on the evolution of 
language. In the 1960s a team of neuroscientists and language experts dis-
covered a peculiar language disorder – childhood apraxia of speech – in 
members of one family (the “KE” family). The later discovery of the FOXP2 
gene, whose mutation leads to speech disorders, indicated a genetic basis for 
this specific language deficit (Gopnik, 1990). Identifying a genetic compo-
nent responsible for the disorder was possible only in the early 2000s (Lai 
et al., 2001). By the end of the decade, there were numerous experiments 
conducted to investigate the role of the FOXP2 gene in other organisms, 
such as mice (Enard et al., 2009). In mice, this gene seems to be important 
in finding paths and, to a lesser degree, for vocalisations; in bats it appears 
to be connected with echolocation.

FOXP2 (Forkhead Box, from the P family, the second gene discovered) 
is a “higher order” regulatory gene – a gene which regulates the expression 
of other genes. By “switching” them “on” and “off” during certain stages 
of human development, FOXP2 influences many phenotypic attributes, 
including the morphology of the lungs, the heart, the bowels and the brain. 
For language to develop properly, both copies of the gene the child inherits 
must be functional (Fisher et al., 1998). The mutation of either of them 
will lead to a speech disorder (developmental verbal dyspraxia, DVD), 
which involves major problems with articulation, such as the inability to 
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repeat words or even issues with coordinating complex facial movements 
not connected with language. On the other hand, the disorders caused by 
the FOXP2 mutation also have a receptive nature connected with under-
standing language, and complex sentences in particular. This indicates that 
a deficit connected with FOXP2 is a language deficit, and not exclusively 
a motor one.

Geneticists are also interested in studying genes related to the develop-
ment of the brain. As it turns out, when hominins were evolving, some genes 
responsible for the anatomy of the skull became pseudogenes – they were 
deactivated and did not exert any influence on phenotype. Some examples 
include MYH16, which may have been deactivated approximately 5.3–
2.4 million years ago, and CMAH which may have been deactivated 3.2–
2.8 million years ago. The loss of these functions is assumed to result 
in a decrease in the musculature of the skull, which would have created 
conditions to increase the volume of the neurocranium.

Palaeontology and archaeology

The first hominin42 fossils were found in the 19th century: those of the 
Neanderthal (1856) and Homo erectus (Java Man (1891)). Many spectac-
ular discoveries have been made since the early 1970s that have radically 
changed the picture of the early hominin phylogeny. The most famous dis-
coveries include AL 288–1 (Lucy) in 1974, KNM-WT 15000 (Turkana Boy) 
in 1984, and TM 266-01-060 (Toumaï) in 2001. From the multiple features 
of skeletons, hominins are believed to have been at least partially adapted 
to bipedal locomotion at an early stage, which allows us to speculate about 
the ecological conditions in which our ancestors lived. Although the data is 
scarce and reconstructions are error-prone, some attempts have been made 
to infer our ancestors’ articulatory capabilities, based on the hyoid bone 
which we can find in the throat (Lieberman and Crelin, 1971). Other work 
has speculated on their cognitive processes, based on the layout of fissures in 
endocasts – internal casts of ancient skulls (Wilkins and Wakefield, 1995). 
Attempts have also been made to reconstruct our ancestors’ diets, working 

	42	 We use the term hominins here to refer to humans and their bipedal ancestors 
from the Homo line, Australopithecus and others, but not to Great Apes.
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from the chemical substances found in fossils (Sponheimer et al., 2005). 
Some DNA analysis of fossils has been conducted in the past decade (e.g., 
Green et al., 2010), though material which can be used for analysis is rare 
and comes from deposits which are in close proximity to one another.

Other valuable data comes from fragments of material culture which 
have survived to date, such as ornaments, weapons, burial artefacts and 
the use of dyes. Stone tools provide surprisingly useful information about 
early hominins – for example, they have enabled us to determine whether 
the tool was made of materials found locally, or whether the materials 
had to be transported to this end (Roebroeks et al., 1988); microtraces of 
wear and the way the tool was processed have indicated its purpose (e.g., 
Rots, 2005), as well as the handedness of its users (e.g., Uomini, 2011); 
comparing multiple tools makes it possible to discuss whether the tools 
were standardised, or whether users were instructed on how to make them 
(but cf. Gowlett, 2009a); finally, ornaments lead to speculation about the 
concept of art (e.g., d’Errico et al., 2005). All conclusions drawn from the 
artefacts about the cognitive abilities of their creators should be treated with 
care (Gowlett, 2009b). However, archaeological data supported by other 
evidence can provide a lot of information, and convergent evidence can 
substantiate hypotheses (see 3.2.1). What is more, archaeology itself also 
develops by enriching its methodology with new experimental methods, 
such as crafting tools with the use of prehistoric techniques (e.g., Morgan 
et al., 2015).

Neuroscience

Under the influence of Chomsky and of the cognitive revolution he sparked, 
the 1970s witnessed a dynamic development of disciplines which inves-
tigated diverse aspects of language empirically. These experiments were 
led by psycholinguists, and they were oriented at analysing the psycho-
logical processes connected with language acquisition and language use. 
Neurolinguistic research, focused on investigating the anatomical and phys-
iological correlates of linguistic behaviours (Gleason and Ratner, [1998] 
2005: 17–18), was also particularly important in the evolutionary con-
text. The development of neurolinguistics owed much to the emergence 
of technology which allowed the brain to be investigated not only post-
mortem (as in the classic work of Broca and Wernicke), but also in-vivo. 
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Box 3.4 � Selected Hominins

Sahelanthropus tchadensis
Announced: 2002 (M. Brunet).
Age: 6 to 7 million years.
Brain size: 320–380 cm3.
Specimens: Toumaï (TM 266-01-060-1)

Orrorin tugenensis
Announced: 2001 (B. Senut, M. Pickford).
Age: about 6 million years.
Brain size: no data available.
Specimens: Millennium Man (BAR 1000’00)

Ardipithecus ramidus
Announced: 1994 (T. White).
Age:  about 4.4–4.2  million years (subspecies or species:  kadabba  – 5.5–
5.8 million years).
Brain size: no data available.
Specimens: ARA-VP-1/129 – A. Asfaw, 1992, Aramis, Afar, Ethiopia.
BIPEDAL SAVANNAH APES

Australopithecus anamensis
Announced: 1995 (Meave Leakey).
Age: 4.2–3.9 million years.
Brain size: no data available.
Specimens: Hominid from Kanapoi (KNM-KP 271) – B. Patterson, 1965; 
Kanapoi, Kenya; KNM-KP 29281  – P.  Nzube, 1994, Kanapoi, Kenya; 
KNM-KP 29285 – K. Kimeu, 1994, Kanapoi, Kenya.

Australopithecus afarensis  – an early hominin which we know the most 
about. The skull of Afarensis, despite having teeth which resemble those of 
humans, is more similar to a chimpanzee’s because of its appearance and 
braincase volume. Afarensis was bipedal, although some features indicate 
that it was adapted to arboreal life. It was characterised by a major sexual 
dimorphism, which may suggest that its social structure was organised in 
harems.
Announced: 1978 (D. Johanson, T. White).
Age: 3.9–3.0 million years.
Brain size: 350–500 cm3, some sources: 375–550cm3.
Specimens:  Lucy (AL 288–1)  – D.  Johanson, T.  Gray, XI 1974, Hadar, 
Ethiopia; Laetoli footprints  – P.  Abell and Mary Leakey’s team, 1978, 
Laetoli, Tanzania.

Kenyanthropus platyops
Announced: 2001 (Meave Leakey).
Age: about 3.5 million years.
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Brain size: about 450 cm3.
Example:  KNM-WT 40000  – J.  Erus; 1999; Lomekwi, Nachukui 
formation, Kenya.

Australopithecus africanus
Announced: 1925 (R. Dart).
Age: about 3.0–2.5 million years, (in sources: 3.3–2.5 million years/3–2 mil-
lion years).
Brain size: about 400–500 cm3, other sources 435–530 cm3.
Specimen:  KNM-WT 40000 The Taung Child  – M.  De Bruyn, X 1924, 
Taung, Transvaal region, South Africa.

Australopithecus garhi
Announced: 1999 (T. White, B. Asfaw et al.).
Age: about 2.5 million years.
Brain size: about 400–500 cm3.
Specimen: BOU-VP-12/130

Robust australopithecines – also classified as the Paranthropus genus. They 
constituted a side-branch and were not ancestors of the Homo line, but they 
were the contemporaries of its early representatives. They were characterised 
primarily by being adapted to eat hard plants, as evidenced by their firm jaws 
and molars, as well as their sagittal crest, which was the place the muscles of 
the mandible were connected to. The average brain size was about 420 cm3 
in aethiopicus and about 530 cm3 in later robustus and boisei.

A. aethiopicus – 2.6–2.3 million years; announced in the 1980s (R. Leakey, 
A. Walter).
Example: The Black Skull (KNM-WT 17000) – A. Walter, VIII 1985, West 
Turkana, Kenya.
A. robustus – about 2.0–1.2 million years; announced in 1938 (R. Broom).
Specimen: TM-1517 – G. Terblanche (a student who led R. Broom to the 
location of the discovery), 1938, Kromdraai, South Africa.
A. boisei – about 2.1–1.1 million years; announced in 1959 by Louis Leakey, 
initially as Zinjanthropus boisei (Ch. Boise – sponsor of the Leakey family).
Specimens: Zinj (OH-5) – Mary Leakey, VII 1959, Olduvai Valley, Tanzania. 
The specimen is also known as the Nutcracker Man because of its enormous 
molars, and also as Dear Boy (reportedly this is what Mary Leakey shouted 
when she discovered the fossil).

EARLY INTELLIGENT OMNIVORES
Homo habilis – the first African Homo, has been the subject of numerous 
controversies since first announced. It used modified stone tools, hence the 
name – “handy man”. This species is sometimes considered to be a member 
of the australopithecines (Australopithecus habilis); there are also disputes 
about assigning specific individuals to the genus, e.g. D-2700 (Homo 
georgicus) found in Georgia; see especially Homo rudolfensis below.
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Announced: 1964 (L. Leakey, J. Napier, P. Tobias).
Age: about 2.4–1.5 million years.
Brain size: about 500–800 cm3.
Specimens:  OH-7  – Jonathan Leakey (Mary and Louis’s son), XI 1960; 
Olduvai Valley, Tanzania; Twiggy (OH-24) – P. Nzube, X 1968, Olduvai 
Valley, Tanzania (named after the British model); KNM-ER 1813 – K. Kimeu, 
1973, Koobi Fora region, eastern shore of Lake Turkana, Kenya.

LATER INTELLIGENT OMNIVORES
Homo ergaster
Ergaster was strikingly different from other early hominins and resembled 
the contemporary human more than the “ape-like” habilis. It had a much 
larger brain, and was much bigger (about 160–180 cm and weighing about 
56–66 kg). Its dentition and the proportions of its bones resembled those of 
later humans. The appearance of more advanced tools in the archaeological 
data from about 1.6 million years ago documents a development of cognitive 
abilities. It is a near-equivalent of “early H. erectus”. Name proposed in 1975.
Age: about 1.9 million years.
Brain size: about 800–1100 cm3.
Specimens: Nariokotome Boy or Turkana Boy (KNM-WT 15000).

Homo erectus  – if we assume that H.  ergaster was a separate species, 
H. erectus (“upright man”) refers to later populations which, starting about 
1.9 million years ago, spread over Southern Asia. Erectus was characterised 
by a large brain that became even larger over time (i.e., it was bigger in the 
later specimens than in the early ones). Other anatomical features include big 
browridges and elongated skull. Its skeleton was not very different from that 
of contemporary humans. Erectus most certainly used fire, perhaps as early 
as 800,000 years ago.
Announced: 1894 (E. Dubois) – as Pithecanthropus erectus
Age: about 1.9–0.3 million years, possibly up to 30 thousand.
Brain size: about 800–1250 cm3.
Specimens:  Java Man (Trinil 2)  – E.  Dubois, 1891, Trinil, Java; Peking 
Man – W. C. Pei, 1927–37; Zhoukoudian, China.

Homo heidelbergensis  – a name which is now used to refer to hominins 
who lived from about 800,000–300,000 years ago, who combined features 
of H. sapiens and H. erectus. In simple terms, it is a late European or Afro-
European and African equivalent of erectus.
Announced: 1908 (O. Schoetensack).
Age: about 800–100 thousand years.
Brain size: about 1100–1400 cm3.
Specimens: Heidelberg Man – 21 X 1907, Mauer near Heidelberg, Germany; 
ATD6 – J. Bermúdez de Castro’s team, 1995, Gran Dolina, Atapuerca, Spain.

HOMO SAPIENS AND ITS CONTEMPORARIES
Homo neanderthalensis  – although earlier discoveries were made (1829, 
Belgium, 1848, Forbes quarry in Gibraltar), the species owes its name 
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The situation of neurologists and neuropathologists of the 19th century and 
the first half of the 20th century is said to have resembled the situation of 
an oceanographer standing at the shore and trying to infer what is hap-
pening in the depths of the sea from the movement of waves. This state of 
affairs first started to change in the 1940s, when the Wada test started to 
be applied on a larger scale. The test involved administering barbiturates 
into either of the brain hemispheres and conducting psychological tests. 
Thanks to these, it was possible to draw conclusions about lateralisation 
of the functions in question, mainly connected with memory and language 
(Wada, 1949). The 1960s saw the beginning of neuroimaging – obtaining 
images of a living brain, which initially provided only static data. At the 
time scientists used computed tomography (CT) and magnetic resonance 
imaging (MRI). The 1970s brought electroencephalography (EEG), which 

to the fossils discovered in 1856 in the Neander valley near Düsseldorf. 
Neanderthals, otherwise very similar to contemporary humans, had a sturdy, 
muscular stature (the result of adaptation to a cold climate), a big nose, as 
well as a brain larger than in contemporary humans. Among the factors that 
made them different from H. sapiens was the lack of the chin bone, and a 
gap after the last molar. Genetic evidence indicates that Neanderthals inter-
bred with Homo sapiens – between 2 % and 4 % of genes in the Eurasian 
populations are supposed to come from the Neanderthals.
Announced: 1863/64 (W. King).
Age: 200–30 thousand years.
Brain size: 1300–1750 cm3.
Specimens:  Neanderthal 1  – J.  Fuhlrott, 1856 r., Feldhofercabe, Neander 
Valley, Germany; the Old Man – A. and J. Bouyssonie, L. Bardon, August 
1908, La Chapelle-aux-Saints, France – working from this skeleton, the French 
anatomist M. Boule made an erroneous reconstruction of Neanderthals’ ap-
pearance; it is because of this reconstruction that Neanderthals are wrongly 
viewed as hideous hunchbacked ape-men.

Denisovan – recently discovered representative of the Homo genus (discov-
ered in 2008, described in 2010; Denisova Cave in the Altai Mountains). 
The only discovery is a finger bone and two teeth. Mitochondrial DNA of 
the tooth indicates that it was closely related to the Neanderthals and prob-
ably interbred with Homo sapiens – the presence of Denisovan genes has 
been corroborated in such groups as the Melanesians and the Aborigines 
from Australia.
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enabled the dynamic, real-time recording of the functioning areas of the 
brain. These technologies were followed by tools that measured metabolic 
processes in the brain, such as the functional magnetic resonance imaging 
(fMRI) or magnetoencephalography (MEG) (Ahlsén, 2006: 161–166).

The key achievement of the neurosciences in the 1990s was the discovery 
of the so-called mirror neurons. It is a group of neurons which are active both 
when a person performs an action, and when the person observes someone 
else perform that action. For instance, when a person is watching someone 
grasping an object, the same neurons are activated as if the observer were per-
forming the action herself. Mirror neurons were first discovered in the area F5 
in macaques, which corresponds to Broca’s area of the human brain (Rizzolatti 
et al., 1996). Later investigations corroborated the fact that the mirror system 
exists in humans as well (Iacoboni et al., 1999). The mirror neuron hypothesis 
posits the neural mechanism responsible for the balance and reversibility of 
roles between sending and receiving a message (parity requirement), which 
is an indispensable prerequisite for communication. When a monkey sees 
another monkey (or a human) reaching for a nut, it understands the sense 
of the action thanks to a copy of a motoric representation of this activity in 
its own brain. Thus, a mental connection emerges between the “sender” (the 
party performing the action) and the “receiver” (the party observing the ac-
tion) that is based on a simultaneous representation of the same information. 
The mirror system also appears in important scenarios of language evolution, 
especially those proposed by Michael Arbib (e.g., 2005).

3.1.4 � Evolutionism

The so-called modern evolutionary synthesis (neo-Darwinian synthesis), 
whose foundations were the heredity rules postulated by Gregor Mendel 
(1822–1884), led to important changes in ideas about biological evolution. 
As we have already stated, Darwin did not define how a crucial component 
of his theory – the mechanism of inheritance – works. A full explanation of 
this mechanism required the development of genetics, and especially popu-
lation genetics, which investigated the distribution and change of alleles in 
groups (Fisher, 1918; 1930), using mathematical tools (Fisher, 1927). This 
development made it possible to explain both micro- and macroevolutionary 
changes in populations with the use of mathematical models (Dobzhansky, 
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1937), and consequently the mechanism of natural selection. The break-
through was made by the students of the founders of population genetics, 
such as George C. Williams (1926–2010), William D. Hamilton (1936–2000) 
or John Maynard Smith (1920–2004), whose research activity coincided with 
the development of research into DNA (primarily Watson and Crick, 1953).

Explaining the rules of inheritance using mathematical models in the 
description of evolutionary changes made it possible to depart from the 
view propounded in traditional ethology (see Box 2.7), which held that 
the species is the level at which natural selection operates. Ethologists 
used phrases such as “survival of the species” or “actions for the good of 
the species”, which became fixed in the popular imagination to explain, 
for instance, altruism and cooperation (see Eibl-Eibesfeldt, [1970] 1996). 
After the new synthesis, such explanations no longer made sense, and 
evolutionists categorically stated that selection depends solely on whether 
and to what degree an individual can pass its genetic material on to the next 
generation (Williams, 1966). Similarly, these researchers tried to construct 
solutions to problems which were difficult for Darwinian theories, such as 
altruism and cooperation, noted earlier (see Hamilton, 1964a; 1964b on 
kin selection; Trivers, 1971 on reciprocal altruism and 1972 on parental 
investment). The application of the modern evolutionary theory to research 
into signalling theory with the use of game theory was another interesting 
theme for the issues we are exploring here.

Game theory, in its classic version, is a mathematical model which meas-
ures whether a strategy is optimal, esp. in situations of conflict (see von 
Neumann and Morgenstern, 1944). Maynard Smith applied game theory 
to research into the evolution of communication, starting with the question 
about the conditions under which – in a Darwinian world, which is governed 
by natural selection operating on individual organisms – these organisms 
will communicate honestly, and under which conditions they will do so 
dishonestly (Maynard Smith, 1982). Another central concept in Maynard 
Smith’s approach is an Evolutionarily Stable Strategy (ESS) which assumes 
that a strategy used in a game is evolutionarily stable if once adopted by 
a population, it cannot be replaced by another strategy (Maynard Smith 
and Price, 1973). The most famous figure who has popularised the gene’s 
eye view is Richard Dawkins (1976), who extended the use of evolution 
by natural selection to cultural phenomena (see Sections 2.1.2 and 2.2).
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3.2 � Contemporary evolution of language

Contemporary research on the origins of language – the evolution of 
language – departs from earlier intellectual traditions and their speculative 
character, which was the main reason for the disrepute of such research (see 
1.2.2) and for the kind of criticisms made by Doerfer and Fisiak, quoted 
earlier. However, the topic of the evolution of language is still encum-
bered with methodological difficulties, speculations, and just-so stories. 
For instance, the influential biologist Richard Lewontin used the last of 
these terms in his 1998 paper “The Evolution of Cognition: Questions 
We Will Never Answer”, and reiterated it in 2014 (Hauser et al., 2014). 
This is precisely why distancing from the old, speculative traditions is such 
an important element of the new identity of the evolution of language. 
By leaving behind the old tradition, researchers may turn to new, more 
empirical methods and to new problems, which can be solved with the 
means we have at our disposal.

3.2.1 � The evolution of language: A new research programme

The contemporary evolution of language is less concerned with attempts to 
develop scenarios of the origins of language than it is with “constraints” 
(see Deacon, 2004; Johansson, 2005; Wacewicz and Żywiczyński, 2012). 
Clearly, scenarios are also important – they generate interest and help to 
create new hypotheses – but they are no longer the focal point of language 
evolution research. Currently, research does not emphasise what may have 
happened, but what cannot have happened and which scenarios should be 
dismissed as implausible. These include:

Box 3.5 � Milestones in Contemporary Language Evolution Research

1990 – S. Pinker and P. Bloom’s article in Behavioral and Brain Sciences
1990… – holistic language emergence scenarios (D. Bickerton, M. Donald, 
T. Deacon, R. Dunbar)
1996… – Evolang conference series
2002 – M. Hauser, N. Chomsky and T. Fitch’s article in Science
2005…  – secondary literature and coursebooks (e.g., Johansson, 2005; 
Hurford, 2007; Fitch, 2010)
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	•	 syntax could not have evolved before discrete units (logical constraint);
	•	 the language faculty cannot have emerged recently (e.g., 50,000 years 

ago) as a result of macromutation (this constraint results from evo-
lutionary theory, population genetics, and data on Homo sapiens 
migrations, see e.g. Dediu and Levinson, 2014);

	•	 language cannot have evolved solely from the modification of a system 
of communication of our ape ancestors; instead, it was based on their 
cognitive system (this constraint results from empirical data from pri-
matology, which states that there is a radical difference between human 
and ape communication, and that there is a continuity between their 
cognitive systems);

	•	 cheap signals – those whose production does not incur high costs – are 
not evolutionarily stable under standard conditions (elementary con-
straint from signalling theory, see Krebs and Dawkins, 1984).

Furthermore, the big questions about the beginnings of language remain in 
the background, and researchers of the evolution of language, in line with 
Kuhn’s vision of science, are concerned with solving “puzzles” or answering 
“small questions” such as “are gestures which apes make intentional?” 
(Cartmill and Byrne, 2010) or “does sound symbolism facilitate acquiring 
new words by children?” (Imai and Kita, 2014).

The interdisciplinary integration of such types of research sometimes 
leads to a common conclusion and, based on converging evidence from 
many disciplines, it is possible to suggest a solution to the higher order 
problems. To illustrate this, Neanderthals were considered a species which 
lacked language, an assumption made on the basis of a reconstruction 
of their vocal tract made in the 1970s by Lieberman, which was deemed 
controversial even by his contemporaries (see Corballis, 2002: 143–144). 
The most recent data provided by archaeologists, palaeontologists and 
geneticists shows that H. neanderthalensis most likely did have language 
(see e.g., Johansson, 2012, Dediu and Levinson, 2013; Johansson, 2014). 
Anatomical reconstructions of Neanderthals in terms of production and 
perception of speech, based on the most recent discoveries of features such 
as the hyoid and auditory ossicles (see Box 3.5), suggest a lack of major 
differences between H. neanderthalensis and H. sapiens. Material cultures in 
Neanderthals too turns out to have been more similar to those of H. sapiens 
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than had earlier been assumed. The material culture of Neanderthals 
was characterised by the presence of artefacts which scientists interpret 
to be art. Moreover, it is also possible that Neanderthals had ceremonial 
burials. Finally, a “human” version of the FOXP2 gene was found in the 
Neanderthal genome (Krause et al. 2007).

We may never know for sure whether Neanderthals had language. 
However, in the light of the available data we can state that it is more 
likely that they did than that they did not.

Researchers used to investigate “when” and “why” language emerged 
and to answer these questions they used holistic scenarios of language 
development. Nowadays, we are conscious of the fact that it is impossible 
to offer satisfactory, comprehensive and scientifically rigorous answers to 
questions raised in this way. Thus, research efforts are now focused on 
drawing up a new inventory of “big questions”, which we develop in the 
sections and chapters that follow:

	•	 What is language? (3.3);
	•	 Is it possible to generally determine the stages of the development of 

language capacity? (3.4);
	•	 What are the preconditions for the successive stages of the language fac-

ulty? (Chapter 4).

3.2.2 � New research trends in the evolution of language

We can now say with full confidence that the evolution of language, having 
existed as a study area for 25 years, has managed to solidify and develop 
its profile. Thus, the evolution of language as a research discipline can be 
characterised by these features (expanded after Wacewicz, 2013):

	•	 consolidation  – apart from the scenarios which dominated the early 
efforts in language evolution (e.g., Dunbar, 1996; Gärdenfors, 2002), 
overview works also became available, both as introductory textbooks 
(e.g., Hurford, 2007; Fitch, 2010), and as secondary and tertiary liter-
ature, i.e. in handbooks or compendiums (Johansson, 2005; Tallerman 
and Gibson, 2011; Hurford, 2014);

	•	 an empirical orientation – manifested in various ways, though partic-
ularly by a decreasing number of theoretical and speculative works, 
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in favour of an increasing number of empirical studies, the results of 
which are reported at such conferences as Evolang;

	•	 the importance of social factors – apart from the problem of articula-
tion (i.e., issues pertaining to the vocal apparatus) and broadly con-
strued cognitive issues (using symbols, combinatoriality, theory of mind, 
mimesis, etc.), more and more attention is being paid to the exploration 
of the social aspect of language, including its evolutionary stability (see 
a discussion in Wacewicz, 2015);

	•	 expansion – extending the field to new thematic domains and thus to 
new research disciplines. These include the study of the brain (e.g., mirror 
neurons), or new cognitive capacities (e.g., recursion in visual perception);

	•	 extension of the scope of comparative research (in biological terms) – 
comparative research on communication and cognitive capacities of dif-
ferent animal species (apart from primates, research has targeted sea 
mammals, deer, dogs, rodents and birds). For instance, vocal imitation, 
which is poorly developed in nonhuman apes, is studied in song birds 
or dolphins, on account of its key role in language acquisition. The 
results of this research indicate that there may be a deep homology, 
i.e. similarity on the genetic level in unrelated groups of species – e.g., 
the functions of the FOXP2 gene in mice (Enard et al., 2009) or birds 
(Thompson and Scharff, 2013) are studied in this way;

	•	 new empirical methods  – apart from mathematical and computer 
modelling, which have constituted an important branch of evolution 
of language research from the beginning, a number of new empirical 
methods have started to be used. A good example is the Iterated Learning 
(IL) paradigm: a research method in which participants are instructed to 
acquire an artificial language and pass it on to new participants (similar 
to the game of Chinese whispers) (Kirby et al., 2008);

	•	 “Big Data”  – compiling large databases concerning the languages of 
the world and their structural properties, especially The World Atlas of 
Linguistic Structures (WALS Online – Dryer and Haspelmath, 2011), 
has made it possible to find the most interesting statistical dependencies 
in the structures of languages or between language structures and other 
data – e.g., ecological or demographic criteria (Atkinson, 2011; Dunn 
et al., 2011). For example, a study discovered a correlation between the 
average air temperature and the existence of tonal languages (Everett 
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et al., 2015). Attempts to create linguistic laws or to describe the general 
properties of languages through the use of quantitative methods based 
on exploring large databases, are sometimes described as “nomothetic 
research” (Roberts and Winters, 2012). Applying this research method 
is controversial and seems to be insufficient for testing hypotheses; how-
ever, by discovering correlations between types of data, it can be very 
helpful in formulating new hypotheses;

	•	 extending methodology to new areas of linguistics – such as pragmatics 
(Sperber and Origgi, 2010; Scott-Phillips, 2014), linguistic politeness 
(Wacewicz et al., 2015) or conversation analysis (Mills, 2011; Enfield 
and Sidnell, 2014; see 3.3.2.1). On the other hand, strictly linguistic 
methods are being used to analyse primate communication (e.g. 
Wierzbicka, 2014: 156–182; Schlenker et al., 2014).

Box 3.6 � Interdisciplinarity and the Evolution of Language 
(Wacewicz, 2008; Christiansen and Kirby, 2003c)

In order to find out how language began one needs to:

	 •	 provide a definition of language, its structures and functions (linguistics 
and sociolinguistics); determine its localisation and language processing in 
the brain (neurolinguistics), which is impossible without an understanding 
of the general principles of how the brain works (neurobiology);

	 •	 know the ontogeny of language acquisition and the general development 
of the mind in children (psycholinguistics, developmental psychology) and 
to assess how societal and innate factors interact during this development 
(evolutionary psychology and anthropology);

	 •	 know the mechanism whereby children’s capacity to acquire language is 
inherited (genetics of speech and language disorders);

	 •	 trace the evolution of hominins so as to find out as much as possible about 
their anatomy and brains from fossils and craniums (palaeoanthropology), 
and as much as possible about their lifestyle from artefacts (archaeology);

	 •	 infer the cognitive and linguistic competences of our extinct ancestors – 
and because it is impossible to conduct experiments on them – to adapt 
data from animal research (ethology), especially humans’ closest relatives, 
the apes and other primates (primatology);

	 •	 use computer models which show how the structure of language changes, 
or which show simulations of communicative processes in societies (com-
puter modelling).

The overall scientific framework is delineated by the theory of evolution and 
genetics.



Evolution – of what? The taxonomy of “language” 127

3.3 � Evolution – of what? The taxonomy of “language”

In his paper “Discussing the Evolution of the Assorted Beasts Called 
Language”, Rudolf Botha (2000) lists thirteen different conceptualisations 
of language in just one collective work (a volume published after the first 
Evolang conference): from a process, through action, capacity, to social 
contract. Ray Jackendoff (2010) adds that “your theory of language evo-
lution depends on your theory of language”. The views on the evolutionary 
development of language will, to a great extent, depend on our construal 
of what language is in the first place.

As we know, any (healthy) infant raised in any human society will develop 
language, and conversely, no nonhuman organism will accomplish this feat; 
this confirms that there is a major difference at the biological level, indicating 
that language is an adaptation. At an early stage this exact difference – the 
human-specific foundations of language – was the focal point of research 
in the evolution of language, with researchers concentrating on the innate 
character of language and its phylogenetic development by means of bio-
logical evolution. Even today, the evolution of language, in a more narrow 
and primary sense, relates to language understood in biological terms – the 
fourth meaning of the term listed above (see Box 3.7). In this respect, Michael 
Arbib (2005) speaks of a language-ready brain. Biological readiness is the 
most important condition for acquiring language, though it is not identical 
with having it (language is acquired in ontogeny), and as such it does not 
guarantee the possibility of acquiring it. In other words, it is possible that at 
some point, a hominin population had language-ready brains but did not yet 
have a culturally developed linguistic code which would inhabit these brains.

Box 3.7 � Four Senses of “Language” According to Sydney Lamb (2004)

Language1 – corresponds to la parole – the actual use of language, i.e. spe-
cific utterances or speech acts in specific language users.
Language2  – corresponds to la langue  – an abstract system of rules and 
conventions, independent of specific users and prior to la parole.
Language3  – I-Language  – individual, internal and isolated cognitive pro-
cesses in the mind of a given person; her linguistic knowledge.
Language4 – an innate language capacity, genetically transmitted, which is a 
unique property of the H. sapiens species.
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Focus on the biological and innate dimension takes us only a small step 
closer to answering the question about the nature of language. Saying that the 
language faculty is inherently biological and hereditary is not the same as stating 
what “language” actually means. The most important attempt to organise the 
debate terminologically was taken up by Hauser, Chomsky and Fitch in 2002. 
In their influential paper in Science, they suggested two conceptualisations of 
the language faculty: in the broad and in the narrow sense.

Box 3.8 � Models of Language According to Hauser, Chomsky and Fitch

	 •	 Hauser, Chomsky and Fitch’s model of the language faculty from 2002.
LB (Faculty of Language in the Broad Sense) = CI (conceptual-intentional 
system) + SM (sensory-motor system) + FLN (Faculty of Language in the 
Narrow Sense). FLN = “computational core”

FLB

SM
Sensorimotor

CI
Conceptual-
intentional

FLN

 

	 •	 Fitch, Chomsky and Hauser’s model of language from 2005.
FLB  =  all elements which together constitute language capacity. 
FLN = these elements of FLB which are uniquely linguistic and, by exten-
sion, uniquely human

FLB

Uniquely
Human FLN

Uniquely
Linguistic
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Hauser, Chomsky and Fitch (2002) define FLN (the narrow sense) 
exclusively as the “computational core”, which involves mainly syntactic 
mechanisms of combining simple elements into complex hierarchically 
organised structures, which are also responsible for another property of 
language, namely discrete infinity. FLB (the broad sense) is the entirety 
of a broadly construed language faculty; apart from the key component, 
FLN, it comprises aspects of the conceptual-intentional system which 
serve language (conceptual-lexical resources) and of the sensory-motor 
system (for instance, understanding and producing the sounds of speech). 
In the ensuing text (Fitch et al., 2005), the same authors abandoned these 
definitions and expressly denied having them in mind, and formulated new 
definitions instead. FLN (the narrow sense) now comprises those elements 
of language faculty which are jointly exclusively human and exclusively 
linguistic. On the other hand, the newly defined FLB (the broad sense) 
includes all aspects of language faculty which are also shared with other 
animals and/or cognitive systems, of course also inclusive of those which 
are human-specific (FLN).43

Although the discrepancy between the 2002 and 2005 definitions was 
not spotted by commentators, it requires a more detailed discussion. The 
course that the authors took is surprising. As they themselves explain (e.g., 
Fitch, 2010: 22), because the term “language” itself is general and used 
in many senses, introducing the distinction between FLN and FLB was 
supposed to remove terminological barriers which could hinder interdisci-
plinary discussion. FLN has risen to the rank of a central concept, becoming 
the focus of many debates in the evolution of language. Meanwhile, due 
to the negligence of the authors, the term now exists in the literature in the 
two aforementioned, divergent meanings:

	43	 Fitch et al. (2005) declare that the statement about FLN as a computational 
core was only an empirical hypothesis, not a definition. This claim, however, is 
false, and the relation between hypothesis and definition is exactly the opposite. 
A close reading of the 2002 text does not leave any doubts that the authors 
define FLN explicitly as a computational core of language faculty, and thus 
use only a linguistic criterion (for a more specific discussion, see Wacewicz, 
2007; 2012).
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	•	 FLN1 – the “computational core”, e.g., Armstrong and Wilcox (2007), 
Johansson (2005), Kurcz (2004), Lewandowska-Tomaszczyk (2008);

	•	 FNL2 – “purely linguistic and only human” – e.g., Okanoya (2007), 
Parker (2006), Samuels (2009), Számadó and Szathmáry (2006);

FLN1 and FLN2 are sometimes used interchangeably (e.g. Kinsella (2009)). 
What is more, even the authors of the term FLN themselves in their later 
texts define it in two different ways (compare Tincoff and Hauser, 2006: 536; 
and Hauser et al., 2007: 105).

3.3.1 � Syntactic parser and the narrow sense of “language”

Regardless of the different terminologies and the confusion they have 
caused, we shall have a look at the “narrow” approach towards the study 
of language and, consequently, its evolution. From this perspective, the 
notion of “language” closely corresponds to the original concept of FLN 
(Hauser et al., 2002), i.e. a “computational core”. Language is thus a cog-
nitive capacity whose development in ontogeny is genetically hard-wired, 
enabling the use of elementary units in order to create well-formed gram-
matical structures. Language in this sense is only “an abstract computa-
tional system”, a syntactic parser that analyses syntax, which functions 
independently of other systems, and which does not have to be connected 
with communication (Hauser et al., 2002). Other systems are responsible 
for formulating thoughts, building the sense of an utterance, choosing 
words, or producing the sounds of speech, but – according to Chomsky 
and his followers – they are of secondary importance. The computational 
core is the “heart” of the system because it provides language with discrete 
infinity – the possibility to reorganise discrete elements of sentences – which 
in turn constitutes a basis for productivity, owing to which we can produce 
an infinite number of new sentences from a finite set of words.

One particular property of the language faculty in the narrow sense is 
recursion. Hauser et al. (2002) propound two bold hypotheses: that FLN, 
the computational core, is made up exclusively of recursion, and that recur-
sion is the only feature of language faculty which is unique to humans (i.e., 
apart from it, all components of language capacity can be found in other 
organisms). The traditional definition of recursion in linguistics involves the 
embedding of a linguistic unit in another linguistic unit of the same type. 
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For instance, the phrase “my father’s mother” is recursively constructed 
because the nominal phrase “(a) mother” is embedded in a larger nom-
inal phrase “my father’s mother”; by the same token, the sentence “John 
knows Mary likes cookies” is recursive because it includes the clause “Mary 
likes cookies”, which itself could be a sentence, and thus a sentence is 
embedded within another sentence. However, it seems that Chomsky and 
his colleagues have a wider definition of recursion in mind – the combina-
tion of symbols into hierarchical structures which can infinitely be applied 
to one and the same utterance. Some are inclined to interpret “recursion” 
as identical with the universal principle “Merge”.

Such views express a syntactocentric conception of language (see below) 
which assumes that a communication system can be called language pro-
vided that it allows symbols to be combined according to syntactic and 
morphological rules – it is precisely this possibility which was supposed 
to make language, as Pinker puts it, an “organ of extreme perfection and 
complication” (1994: 22). It should now be noted that combinatorics, or 
even syntax, does not have to be limited to recursion. Johansson suggested 
four meanings in which the notion is used, especially in the context of 
language evolution studies. The least complex combinatorial property is 
structuring, i.e. combining elements into segments (syntagma) by means 
of rules. Another property, hierarchy, is one level higher. It is the prop-
erty whereby some constituents are dependent on other constituents. For 
instance, in the nominal phrase “a pretty girl”, the adjective “pretty” is 
dependent on the noun “girl”, which makes the phrase nominal. Finally, 
recursion is a special manifestation of hierarchy, which – as we have already 
said – makes it possible to embed structures in other structures of the same 
type: phrases in phrases or sentences in sentences. Recursion provides for 
transformative flexibility, i.e. expressing similar ideas with many different 
structures.

We have already emphasised that what defines language for Chomsky 
is recursion – in evolutionary categories, a sudden emergence of recursion 
radically distinguishes language from whatever system of communication 
preceded language. As Johansson’s analysis suggests, the development of 
syntactic combinatorics can be examined in terms of gradualism – from 
structuring and ordering operations, which seem to be within primates’ 
reach (e.g., Bergman et  al., 2003), to simple recursion which can, for 
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instance, result from social interactions as an exaptation of recursive social 
calculus (Aiello, 1998; Worden, 1996; Cheney and Seyfarth, 2005).

Pinker and Jackendoff (2005; see also Jackendoff and Pinker, 2005) 
together with many other authors (Bickerton, 2014), argue with Hauser, 
Chomsky and Fitch, and point out that the latter’s understanding of 
language reveals generativist assumptions and is a direct consequence of 
defining language from the perspective of a particular linguistic theory – 
minimalism. In the evolution of language, biolinguistics is the approach 
which assumes the narrow sense of “language” – i.e. which conducts 
phylogenetic research from the perspective of generative grammar and 
minimalism.

It must be noted that such linguists as Bickerton, Pinker, or Jackendoff 
(who was himself a student of Chomsky) share many of Chomsky’s 
assumptions about the nature of language and the mind:

	•	 mentalism  – language is first and foremost a cognitive ability in the 
heads/minds of people, and its existence as a communicative code only 
results from this cognitive ability;

	•	 modularity  – the language faculty is, to a large extent, an inde-
pendent module, separate from other cognitive abilities (e.g. social 
competences); and

	•	 nativism – humans acquire language thanks to an innate mechanism.

However, they do not agree that a generative syntax is the only noteworthy 
mechanism of language – an approach which Jackendoff has criticised for 
some time as syntactocentric (2002).

The supporters of the narrow sense of language, mostly scholars from 
Chomsky’s intellectual circle, substantiate their theoretical choice by 
invoking such qualities as scientific rigour and simplicity:

In our view, for the purposes of scientific understanding, language should be 
understood as a particular computational cognitive system, implemented neurally, 
that cannot be equated with an excessively expansive notion of “language as 
communication”.

In place of a complex rule system or accounts grounded on general notions 
of “culture” or “communication,” it appears that human language syntax can 
be defined in an extremely simple way that makes conventional evolutionary 
explanations much simpler.

Bolhuis, Tattersall, Chomsky and Berwick (2014)



Evolution – of what? The taxonomy of “language” 133

3.3.2 � Language in the broad sense

However, the majority position is that the evolution of language should 
explain the language faculty in a broad construal of this notion. The starting 
point is thus to understand language in its intuitive, common-sense meaning 
(rather than a meaning unnaturally circumscribed to fit a specific intellec-
tual agenda) and to consider the phenomenon of linguistic communication 
in all its wealth and diversity. Construed in this way, the evolution of 
language has become a target of fierce criticism from Chomsky’s camp, 
because it expressly claims that to explain language origins, we need a sort 
of a “theory of everything”:

With the rise of a multitude of new sub-disciplines, specialized journals, and con-
ferences, and with the gradual decline of the Chomskian paradigm as a unifying 
framework, more and more of what we learn about language remains confined 
to specialized professorial circles. However, to understand the origin of language 
requires a move in the opposite direction  – a large-scale, collective interdisci-
plinary effort at theoretical synthesis. The detective-like analysis of circumstan-
tial evidence knows no disciplinary borders. Everything counts. (Dor et  al., 
2014: 1–2)

…a very wide spectrum of entangled conditions is required – cultural, social, 
political, cognitive, and emotional. In other words, language is an internal com-
ponent of a much wider continuum: social intercourse and culture in distinctively 
human form. This, then, is why the problem is so difficult: to explain language, 
we seem to need nothing short of “a theory of everything” – everything distinc-
tive about human consciousness, life, and culture taken as a whole. (Dor et al., 
2014: 12)

Such a point of view implicates understanding language faculty not as a 
monadic whole, but as an elaborate amalgam of other faculties, whose evo-
lution could have taken place in a number of ways and at different stages. 
In this regard, Hurford (2003) comes up with the idea of a mosaic evolu-
tion, and Knight (personal communication), of an evolutionary puzzle, in 
contrast to the “magic component X”, according to which language could 
have emerged in a single leap by upgrading the primate cognitive system 
with one key element. Charles Whitehead further notes that “any attempt 
to explain language as an isolated trait is akin to explaining the emergence 
of the credit card without considering the preconditions on which credit 
cards depend including commerce, money, banking, the digital computer, 
and the means to detect and punish fraud” (2014: 157).
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Language: Not only syntax

The ability to use syntax truly constitutes a qualitative difference between the 
way humans and other animals can communicate. Animal systems of commu-
nication have some combinatorial capacities, but by no means do they have 
anything that resembles the morphosyntax of human language. We can distin-
guish some hierarchically organised elements in birdsong (see e.g., Miyagawa 
et al., 2014), but they lack phrase structure with infinite productivity and – to 
our knowledge – they do not have semantics, i.e. they do not express referen-
tial meanings. Monkey alarm calls are to some extent semantic: for example, 
putty-nosed monkeys have two calls – “hack” alarms about birds of prey, 
and “pyow” about leopards – and they also have a combinatorial structure, 
since they can be parts of larger units. However, the combinatorics here is 
extremely simple and limited to joining simple elements; also, it does not 
accommodate compositionality. Compositionality, which is a property of 
language, stands for the fact that the meaning of the entire utterance is a sum 
of its components (e.g., “red” + “house” = “red house”). When putty-nosed 
monkeys connect “hack” and “pyow”, it then constitutes a separate signal 
which precedes the movement of the whole group. Finally, even enculturated 
apes, such as Kanzi, who use a rudimentary form of language, are unable to 
build complex grammatical sentences (Givón and Savage-Rumbaugh, 2006).

However, even from a purely linguistic point of view, a compositional, 
recursive syntax is very far from being the only interesting aspect of language. 
Moreover, it is not the only property which is unique to human languages. 
Another property which belongs only to human languages involves lexical 
resources, i.e. words, which are characterised by arbitrariness, duality of 
patterning and compositionality; an adult human is estimated to know approx-
imately 60 000 words (Pinker, 1994: 150). Pinker and Jackendoff (2005) note 
that lexical resources do not have any equivalent in animal communication.

Thomas Scott-Phillips (2014) also indicates that the pragmatics of human 
language, which makes it possible to construct rich senses dynamically, 
is unique to humans. Owing to pragmatic mechanisms, it is possible to 
communicate complex meanings and intentions with very brief utterances. 
These are explicitly coded only by key fragments, leaving the rest of the 
intention to be reconstructed via contextual inference. According to Scott-
Phillips, what makes human language so radically different from animal 
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communication is what Sperber and Wilson (1986) call “ostensive com-
munication”: messages in language do not so much convey meaning, as 
merely indicate a way towards proper interpretation. In Scott-Phillips’s 
view, animal communication represented, for instance, by monkey calls, is 
a code (in Shannon and Weaver’s sense, see Shannon, 1948). Saying “You 
look pretty” can be interpreted in many ways – in the most obvious context, 
it functions as a compliment, but in other cases it can be ironical, or it can 
be used as a strategy which precedes a request (“You look pretty. Could 
you…”). In contrast to the ostensive character of linguistic utterances, 
whose interpretation depends on the context and is decoded by the recip-
ient of the messages produced by the speaker, monkey calls always have 
only one interpretation – for putty-nosed monkeys, “hack” will always be 
a warning against a bird of prey, and “pyow” a warning against a leopard.

From evolutionary and ethological perspectives, other linguistic phe-
nomena also deserve some attention. One such phenomenon is the structure 
of conversation, with its peculiar procedures of low-level coordination of 
behaviours, such as turn-taking and preference organisation. The evolu-
tionary emergence of these mechanisms (Mills, 2011) and how the system 
relates to cooperation (Żywiczyński, 2010; Żywiczyński and Wacewicz, 
2012) have attracted the interest of researchers. Another example involves 
politeness: we can investigate whether, similar to language universals, there 
are strategies of linguistic politeness universal to all languages, and also why 
being linguistically polite seems to be an evolutionarily stable strategy, since 
being polite does not explicitly incur any costs (Wacewicz et al., 2015).

Most importantly, focusing on syntax could lead to a completely false 
conclusion: that it is the only qualitative difference between human and 
animal communication – “the magical component X” which, if poured into 
the brain of a non-human primate, would give it a language faculty. Even if 
we do bear in mind that human language is not simply an animal communi-
cation system with syntax “grafted” onto it, there is a risk that in focusing so 
exclusively on syntax we will miss what is truly important in the evolution of 
language. Syntax in and of itself does not explain other important features of 
language, e.g. semantic universals or displacement. Additionally, the hypo-
thetical emergence of protolanguage – a system of communication which, 
as is maintained by the majority of researchers, did not have syntax (see 
3.4.4) – assumes a few fundamental differences with regard to the cognitive 
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capacities of other hominins. These include mimesis – an ability to learn 
by imitation and a conscious control of sequences of movements (Donald, 
2000), symbolic communication (Deacon, 1997; 1998), an advanced theory 
of mind (e.g., Heyes, 1998), and most importantly, cooperation (e.g., Knight, 
1998). We discuss these differences as “preadaptations”, or the conditions 
for language to develop, in Chapters 4 and 5.

Language: Not only speech

Speech – communication in the vocal-auditory modality – is the most intui-
tive starting point in considerations about the origins of language. Although 
articulated speech is the prime and the most important means of linguistic 
communication, constraining the evolution of language to the evolution 
of speech would be wrong for several fundamental reasons. Firstly there 
are the aforementioned preadaptations, the conditions for the language to 
develop, where sensorimotor adaptations to spoken communication are 
subject to more fundamental social and cognitive adaptations. However, 
language is first and foremost not a uni-, but a multimodal phenomenon 
which uses – in parallel – numerous semiotic resources.

Speech is not the only form of language. Linguistic communication in the 
vocal-auditory channel can take the form of whistles (Meyer and Gautheron, 
2006), in which phonemes or even longer units of a spoken language are coded 
as whistled sounds. People who have visual and hearing impairments commu-
nicate via touch with the use of special devices which transform a sound signal 
into a haptic one, or using the Tadoma Method,44 for instance by touching 
the mouth of speaker with their fingers, thereby registering the movements 
of the articulators and making it possible to decode the message. Language 
functions in many ways in the visual modality too, the most obvious example 
here being writing. It should be noted here that communicating via whistles, 
touch or writing are not new, autonomous languages, but only alternative 
methods of encoding the same natural language, which originally is spoken.

The situation is completely different when it comes to sign languages 
used by the Deaf community. Sign languages are fully-fledged languages. 

	44	 A famous user of the Tadoma Method was the deaf-blind American writer and 
activist, Helen Keller (1880–1968).
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For example, the same utterance made in different sign languages needs to 
be translated by an interpreter (e.g., American Sign Language is more sim-
ilar to French Sign Language than to British Sign Language – Yule, 2010). 
Sign languages are thus natural languages for deaf people and are classified 
as such in linguistic databases; they also have important structural, socio-
linguistic, neurological and developmental properties which are also char-
acteristic of spoken languages, for instance, arbitrariness, morphological 
and “phonological” (equivalents of phonemes and syllables) structures, 
historical change and developmental stages. Sign languages also diverge 
into dialects and undergo creolisation. We elaborate on sign languages and 
their status in Section 6.5.4.

Even in spoken languages, articulated speech is not the only way of 
transmitting messages. Natural conversation always comes together with 
gesticulation and other nonverbal forms of communication that Adam 
Kendon calls “extra-oral visible bodily action” (Kendon, 2014), such as 
swaying one’s body or shaking one’s head. Multimodality is more evident 
in the natural communication of cultures that do not have writing systems, 
and that use a wide range of semiotic resources. Speech in these cultures 
is commonly assisted by lexicalised onomatopoeia, and the non-lexical 
imitation of animal sounds. Such communities use whole-body panto-
mime in narrative, and incorporate music and dance in their communi-
cation. All these means of expression are elements of a semiotic spectrum 
in which the borders between individual resources are fluid, and their use 
changes dynamically between different genres of discourse (Lewis, 2014). 
In Chapter 6, we elaborate on the issues of modality and multimodality of 
language in the evolutionary context.

Box 3.9 � Writing

Writing is a relatively new cultural invention (the first systems are estimated 
to have appeared 3200 years BCE) and as such, it does not have a direct 
connection to the origins of languages. Still, we need to bear in mind that 
written language has hugely influenced western linguistic thought, which 
has inevitably led to some theoretical prejudice in linguistics (Linell, 2005).
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Language: Not only innateness

The evolution of language, as an area of research, “evolves” too. In the 
first period of its evolution, the research programme was largely organised 
around the following points:

	•	 language is a biological capacity (a system of adaptations), which
	•	 “evolved from animal cognition not from animal communication” 

(Ulbaek, 1998: 33), and this
	•	 happened gradually, through a Darwinian mechanism of natural selec-

tion (Pinker and Bloom, 1990).

Although such a point of view can still be considered mainstream, recent 
scholarship has aimed to update, expand, or sometimes even question such 
an approach (see Dor and Jablonka, 2014).

The first sign of a departure from this strict internalism is a gradual 
return to thinking about language in supra-individual terms. Going beyond 
the narrowness of FLN is not just a question of adding new cognitive abili-
ties (to supplement syntax) which are necessary to acquire and use language. 
It is more about adding new capacities or aspects going beyond the body 
and the mind of a single person: “common ground”, which enables mutual 
understanding, perspective taking and coordination (e.g., joint attention), 
social practices, customs, norms and rituals (Dor et  al., 2014). These 
mechanisms and phenomena are present in individual minds, but they are 
also manifested in interpersonal communication. These mechanisms create 
a social “infrastructure” which is indispensable for language to function in 
a way similar to Whitehead’s example of e-commerce, which makes it pos-
sible for a piece of plastic to function as a payment card. What is perhaps 
the most crucial to the emergence and functioning of linguistic communi-
cation is a foundation of cooperative social relations, whose importance 
we underscore in Chapter 5.

Many of these mechanisms involve non-biological heredity, which is 
becoming more and more central to discussions about the evolution of 
language. In the case of species such as humans, who are capable of exten-
sively modifying their environment, subsequent generations not only inherit 
genes from their predecessors but also ecological niche constructed by them. 
Chris Sinha (e.g., 2009) uses here the term phenogenotype, which is not 
reduced to a genotype but covers a whole biocultural complex as well, 

 

 



Evolution – of what? The taxonomy of “language” 139

such as when young beavers inherit not just their parents’ DNA, but also 
a dam which their parents built. In humans, the process is enriched by 
what Sterelny (2012) terms hybrid learning. This involves deliberately intro-
ducing teaching aids into the environment, and structuring the environment 
in such a way that it facilitates pedagogical process; as Sterelny puts it, our 
minds are evolutionarily adapted to learning, but our environments are 
also constructed in such a way that it is easy to learn in (and about) them. 
Perhaps technological or ecological information is not the most important 
thing in learning; instead, the most important may be social norms, which 
are an example of double inheritance (Henrich and Henrich, 2007), i.e. 
transgenerational transmission of biological propensity for normativity as 
well as of culturally-specified systems of norms.

These examples indicate how biological and cultural evolution inter-
twine and interact. What is especially important is the fact that these two 
processes converge, which leads to biological and cultural co-evolution: a 
situation in which biological and cultural influences mutually amplify each 
other. Deacon (1997) presents co-evolution using the example of lactose tol-
erance. Human organisms in the Palaeolithic, similarly to other mammals, 
produced lactase – an enzyme digesting sugar in milk – only in early child-
hood. Domesticating animals meant that people had greater access to milk, 
though at the time they found it difficult to digest. What helped humans to 
drink milk without major side-effects was technology: processing milk made 
it possible to eliminate some lactose through fermentation. Under such 
circumstances, mutations ‘switching on’ lactase production in adults were 
highly adaptive and remained in the population. A greater prevalence of the 
biological capacity to digest milk, along with a growth in the cultural and 
technological possibilities of processing it, led to certain cultures becoming 
more dependent on milk, which further intensified selection pressures at 
both the biological and cultural levels. A similar process of co-evolution 
must have occurred in the case of language capacities (for an elaboration 
of this theory see Dor and Jablonka, 2014).

Secondly, what Chomsky calls E-language is not an epiphenomenon. 
Specific linguistic systems had their own dynamics of change which depended 
on the properties of individual minds, but which were not completely deter-
mined by them. Even if the biological component of language – our brains – 
remains relatively unchanged, the linguistic code can be subject to change, 
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which – as we remember – is evolutionary. The reproductive success of spe-
cific elements of linguistic systems – be they words, phonemes or grammat-
ical rules – depends on whether they sound good or are easy to remember. 
Language is a beneficial parasite (Christiansen, 1994; see 2.2), and the 
brain is an environment to which language has to adapt (Christiansen and 
Chater, 2008).

What we mean here is evolution through natural selection, but on the 
level of glottogeny: the cultural evolution of languages as external systems 
of rules and elements. Such an intuition is not new. As early as 1907, David 
S. Jordan wrote:

There is a struggle for existence between words as among animals. For example 
the words begin and commence (Saxon and French) are in the English language 
constantly brought into competition. The fittest, the one which fits English 
purposes best, will at last survive. If both have elements of fitness, the field will 
be divided between them. The silent letters in words tell their past history, as 
rudimentary organs tell what an animal’s ancestry has been. (Jordan, 2013 
[1907]: 325)

Recently, new tools which make it possible to formally describe the mecha-
nism of such a change have been developed. The most famous among them 
is the paradigm of Iterated Learning, developed in Edinburgh (considered 
to be the most important research centre for the evolution of language). 
It is founded on the observation that linguistic code is not telepathically 
transmitted from parents’ to children’s brains in an unchanged form, but 
rather that it is culturally transmitted and it undergoes changes in the pro-
cess. Each time a language is transmitted from generation to generation, 
the linguistic output of the older generation G1 constitutes input for the 
younger generation G2.

The researchers from Edinburgh indicate that the transmission is not 
100 % accurate, owing to a number of factors called bottlenecks. They 
may be created by the producer of the output, such as resulting from speech 
defects or sound assimilation in rapid speech; they can result from the 
environment, such as noise or other disruptions, as well as factors in the 
social environment like current fashion; finally, they can result from the 
construction of the cognitive system of the receiver, his or her innate biases 
or the limitations of working memory (Kirby et al., 2004). All these factors 
may decide that a linguistic system S2, mastered by a younger generation, 
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will slightly differ from the system S1 of their predecessors. As it turns out, 
these small changes are not random, and their accumulation over tens and 
hundreds of such inter-generational transmissions leads to the linguistic 
code being regularised and streamlined. Demonstrations of this process in 
the laboratory are among the most interesting results of the work done in 
Edinburgh (Kirby et al., 2008).

3.4 � Stages

Attempting to reconstruct, even in most general terms, the stages through 
which language evolution occurred will inevitably be a highly speculative 
enterprise. Still, even sketching a framework model of stages of the process 
can be useful, because it constitutes a cognitive aid which helps organise 
information. We propose such a framework model below (see Fig. 3.5). We 
are aware of the fact that our reconstruction is predicated on a number 
of theoretical decisions, such as the hypothetical status of protolanguage, 
which are not universally accepted. However, we have tried as much as 
possible to refer to existing consensuses.
It is important to remember about the hypothetical nature of the above 
“conceptual sketch”. The individual features  – the prerequisites and 
components of language – have a status of theoretical constructs singled 
out analytically, and the relative positions of particular stages reflect this 
author’s own proposal and might not necessarily be a matter of a broad 
consensus.
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Fig. 3.4:  Linguistic transmission in Iterated Learning (adapted from Kirby et al., 
2004: 600). http://www.replicatedtypo.com/evolve-an-appname-results/10132.
html. DOA 15 Mar 2017.
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3.4.1 � Baseline

The intuitive view locates the origins of linguistic capacities in the vocal 
communication of primates and uses the existing communication systems 
as a model, e.g. monkey alarm calls (Hockett, 1964; Swadesh, 1971). 
Some researchers (e.g., Maynard Smith and Szathmáry, 1999: 161–162; 
Aitchison, 2000: 96–97) who go along with this intuition are prone to 
erroneously treat vervet monkeys’ alarm calls as the prototypes of words 
in a human language. We can use here the analogy of a kite and a jet 
plane – any similarity between these modes of flight is only superficial, 
and the deep rules which govern how the two constructions are propelled 
are completely different. Currently, a majority of researchers agree that 
“language evolved from animal cognitive capacities, not from animal 
communication” (Ulbaek, 1998: 33). Contrary to what Hockett assumes 

Fig. 3.5:  The hypothetical stages of the development of language. The left and 
right arrows represent the process of biological evolution and cultural evolution, 
respectively.
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(cf. Wacewicz and Żywiczyński, 2014), the foundations of language 
should not be sought in primate systems of communication, but rather in 
their cognitive capacities understood broadly, which, on the one hand, 
display an evolutionary continuity with those of humans, and on the 
other – constitute indispensable preconditions for the evolution of lin-
guistic communication.

We are taking here as our baseline the hypothetical cognitive and commu-
nicative capacities of the last common ancestor of humans and chimpanzees 
(LCA), who lived approximately 6–7 million years ago. Our approximate 
reconstruction is based on data from other primates, in particular the data 
from the Pan species – common chimpanzees and bonobos, humans’ closest 
living relatives. Data from other great apes (gorillas and orangutans) is also 
useful. Naturally, this is only an approximate reconstruction, because each 
of the species of great apes, over millions of years of its own evolutionary 
history, was subject to selection pressures which adapted their cognitive sys-
tems to the local habitat. On the other hand, the rich data from comparative 
studies increase the feasibility of reconstructing the last common ancestor’s 
cognitive system. In our discussion, we will use data from primatology and 
comparative psychology.

3.4.2 � Preadaptations

Although the term “preadaptation” is well-established in the literature, it is 
unfortunate and leads to mistakes because it may suggest an intentionality 
of change which is incompatible with evolutionary logic. Evolution does 
not plan ahead, which is why it cannot develop features which are supposed 
to become adaptive in the long term. The term “preadaptation” therefore 
does not imply that features emerged “so that” language could evolve from 
them. Rather, these are features which emerged independently and had their 
own distinctive adaptive value not connected with language. On the other 
hand, language could not have emerged without them because they consti-
tute the foundations and preconditions for the evolutionary emergence of 
language. Preadaptations are connected both with anatomical infrastruc-
ture – articulatory and neural – as well as cognitive infrastructure, both of 
which were necessary for language to emerge. Preadaptations are discussed 
in detail in the next chapter.
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3.4.3 � Prelinguistic communication

In our model, pre-language is the first of the hypothetical stages of language 
development. This stage should not be reified. We postulate the pre-language 
stage as a consequence of the model. Theorising about this stage is not based 
on empirical findings, which is why it should not be concluded that such 
a stage actually occurred. Pre-linguistic communication was made pos-
sible with the emergence of stable norms of cooperation and mimetic abil-
ities, which allowed motoric programmes to be launched intentionally. Put 
simply, nonhuman apes do not communicate with language because such 
communication would not bring them much benefit (see Chapter 5). Once 
this barrier is removed and assuming that signs are produced intentionally, 
we can imagine the emergence of a very simple communicative system 
which is based on analogue, and not discrete, signals, such as pantomimic 
sequences or onomatopoeic vocalisations. When these signals become 
conventionalised and symbolic, the stage of protolanguage commences.

3.4.4 � Protolanguage45

A majority of researchers acknowledge the gradualistic view of the evolu-
tion of language, at least in the sense that human language in its contem-
porary complexity did not emerge rapidly, but must have been predated by 
at least one stage of communication which qualitatively differed from the 
systems of communication of other primates. Making such an assumption is 
motivated by the general theory of evolution, which states that saltationist 
scenarios – those that postulate that big qualitative changes can occur “in 
one leap” – though not completely impossible, are prima facie much less 
credible than gradualistic scenarios of change, both in terms of the morpho-
logical features of organisms and of their cognitive capacities. The system 
of communication which preceded the emergence of fully fledged language 
is called protolanguage. Although it is less complex than language, it shares 
some features of language which cannot be found in animal communication. 
Derek Bickerton (1990: 122–125) popularised the term protolanguage46 and 
listed the following characteristic features of this system of communication:

	45	 From: Wacewicz, 2013.
	46	 Protolanguage in a phylogenetic sense should be distinguished from the 

same term from historical linguistics: protolanguage. There, protolanguage 
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	•	 lack of constraints on constituent order,
	•	 lack of null elements,
	•	 lack of subcategorised arguments of verbs,
	•	 lack of mechanisms for the recursive expansion of phrases.

Bickerton (1990: 109–122) notes that these features also characterise 
other systems:
–  communication of language-trained apes;
–  communication of children under 2;
– � communication of “feral children” (individuals who grew up outside 

human societies and therefore did not have, as children, any contact 
with natural language);

–  pidgins.

Simply speaking, the view of protolanguage Bickerton proposed is a symbolic 
lexicon, which is composed of arbitrary and conventional signs, and which has 
neither morphological nor syntactic organisation. Thus, the elements of the 
lexicon are arbitrary and conventional signs (symbols) which are ordered like 
“beads on a string”. These elements are not subject to any formal rules and are 
only interpreted functionally. Pinker (1994: 366) suggests a simplified equation 
“protolanguage = language minus grammar”, extending the comparison to the 
means of communication of immigrants, tourists, patients with aphasia, or even 
telegrams. Despite being useful, this analogy has its limitations. For instance, 
Bickerton himself did not include aphasic patients in his analysis, saying that 
their communication manifests other structural properties.

Nowadays, researchers into language evolution, even if they do not as-
sume Bickerton’s definition, agree on the usefulness of the notion of proto-
language (see Botha, 2012), whether to indicate an actual system of hominin 
communication or at least a transition stage between systems of animal 
communication and language. As Andrew Smith asserts (2008: 101):

Most scholars agree that there must once have been a predecessor of human 
language, or protolanguage, which did not contain the complex syntactic 
structures prevalent in modern languages (Bickerton, 1990; Carstairs-McCarthy, 
1999; Hurford, 2003), but they disagree vehemently over the nature of protolan-
guage, and over how it developed into modern human language.

is a hypothetical, reconstructed ancestor of a given language family, e.g. 
Proto-Indo-European.
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Tecumseh Fitch (2010: 399–507), in his extensive discussion of the issue, 
distinguishes three main theoretical stances on the nature of protolanguage:

	•	 lexical scenarios (e.g., Bickerton, 1990; Jackendoff, 1999),
	•	 gestural scenarios (e.g., Corballis, 2002; Arbib, 2005),
	•	 musical scenarios (e.g., Mithen, 2005; Fitch, 2010).

However, it seems that the categorisation Fitch proposes is incomplete 
because we are dealing with two distinctive aspects regarding the nature 
of protolanguage: the first one pertains to modality and/or the signal (vocal 
and musical scenarios of protolanguage), the other to the structural compo-
sition of the content of a message. It is on this latter plane that the debate 
over combinatorial vs. holistic protolanguage takes place.

Bickerton’s suggestion is an example of a combinatorial scenario – 
messages are built by ordering elements of a symbolic lexicon in short 
strings, which then are pragmatically interpreted. Holistic scenarios 
(Wray, 1998; Arbib, 2005) invert this order. A holistic protolanguage does 
not allow to build messages compositionally, and its individual utterances 
are “atoms” that lack any internal structure. From this point of view, 
the expressions which are acquired and used are indivisible wholes, and 
they convey the meaning corresponding to the meaning conveyed by full 
sentences or phrases in contemporary languages. It is the next stage of 
language development that could involve discovering the possibilities of 
deconstructing utterances and fragmenting language into elements which 
correspond to words as we now know them. This could have happened, 
for instance, by the process of the reanalysis of holistic messages into 
lexical items that are made up of similar elements of original holistic 
messages.

Holistic scenarios are intuitively less credible and nowadays have rel-
atively few supporters. Commentators (e.g., Smith, 2006) list the weak 
points of such scenarios: a limited inventory of signals, problems with the 
ontogenetic acquisition of holistic meanings, problems with the reanalysis 
of holistic signals into lexical items. These remarks are corroborated by 
computational simulations (e.g., Johansson, 2008), whose results suggest 
that a stable, holistic protolanguage would have been possible only by 
making very rigorous assumptions, especially a very limited inventory of 
signals.



Stages 147

However, Wray provides interesting linguistic arguments (e.g., Wray 
and Grace, 2007) that compositionality is not as obvious a property of 
language as we consider it to be. Being aware of the compositional struc-
ture of language may, to a large extent, be an artefact of a writing culture 
in general, and a formal linguistic analysis in particular. Wray and Grace 
make a distinction between using language in exo- and esoteric niches. In an 
exoteric niche, communication occurs mainly between strangers – between 
members of separate groups with different cultural backgrounds and often 
using a different language. In an esoteric niche, communication occurs 
between people who know each other well, inside a small group in which 
everyone is a native speaker of a given language. In such niches, the role 
of common ground and pragmatic interpretation is more important than 
compositionality and systematic rules. The early stages of protolanguage 
must have occurred in an esoteric niche; therefore, compositionality could 
have been a secondary property, developed over the course of an increasing 
number of messages, and possibly the development of writing, whose use 
imposes regularisation (see Box 3.9).

Yet another distinction within the scenarios of protolanguage, which also 
results from Fitch’s description, and which he does not report on, pertains 
to the postulated order of the emergence of semantics and “syntax”. For 
the majority of researchers, semantics (or protosemantics, as Johansson puts 
it (2005: 233)) – construed as a system of attributing meaning to commu-
nicative units – came before combinatorics, i.e. syntax in a general sense. 
Such a chronology is not only compatible with the scenarios devised by 
Bickerton and the supporters of the gestural protolanguage (Hewes, 1977a; 
Corballis, 2002; Arbib, 2005), but also with Wray’s holistic approach or 
Mithen’s (2005) musical and holistic scenario, where meaning was ascribed 
to elements of a holistic protolanguage. Tecumseh Fitch (2010: 503–507) is 
of a different opinion: referring to Darwin’s (see 1.2.2) and Jespersen’s (see 
1.2.2) reflections on the origins of language, he suggests that the first form 
of protolinguistic communication was based on hierarchically organised 
songs, similar to the songs of some birds. Such a protolinguistic system, 
which Fitch calls “bare phonology”, was extremely complex and was based 
on rules which allowed new units to be generated in the primal protolan-
guage. Thus, according to Fitch, combinatorial rules would have existed 
before a semantic component emerged.
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3.4.5 � From protolanguage to language

Clearly the transition from protolanguage to contemporary language is 
strictly connected with the assumed scenario of protolanguage.

	•	 For the majority of scholars, the shift from protolanguage to language 
occurs when the system of symbolic units is complemented by 
syntactic rules:

	 o	 by an incremental development of syntactic principles (e.g., Jackendoff, 
2002), or

	 o	 by decomposing larger holistic expressions (e.g., Wray, 1998).
	•	 For scenarios postulating that the combinatorial system predated 

semantics, similar to the aforementioned “bare phonology” proposed 
by Fitch, the emergence of language is achieved by adding semantics, 
when combined phonological units also started to carry referential 
meanings.

	•	 For scenarios of gestural protolanguage, apart from the development of 
syntax, the transition of language from the visual to vocal modality is 
also a problem – we will address this issue in detail in Chapter 6.

What is also controversial is the pace and the mechanism of such a hypothet-
ical transition. There exist two positions: the saltationist one postulates a 
rapid transition from protolanguage to language proper; the other position 
describes a gradual transition from protolanguage to language. The former 
scenario was advocated by Derek Bickerton in his influential Language 
and Species (1990), where he proposes that syntax emerged in a single 
“leap” thanks to a “lucky” macromutation that changed the way the brain 
functioned. Such a proposition refers directly to Chomsky’s approach; it 
should be borne in mind, however, that Chomsky’s idea of macromutation 
is far more radical, since it does not accept the intermediary stage of pro-
tolanguage and emphasises that language emerged suddenly, without any 
precursors (Chomsky, 1995; Berwick and Chomsky, 2011).

Most of those who view the transition from protolanguage to con-
temporary language as connected with the emergence of syntax support 
the gradualist scenario. Among them, we can also find “later Bickerton” 
(2009), who revised his earlier stance, admitting that his previous view was 
incompatible with the nature of evolutionary change. Jackendoff (2002) is 
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in favour of a gradual emergence of the syntactic component. According 
to him, a lexical protolanguage – a set of symbolic units – first received 
a basic phrase-structure grammar which distinguished between semantic 
roles, with morphosyntax coming only later on.

Another line dividing theoretical approaches is the role of biological 
and non-biological factors. The researchers mentioned above represent a 
group which emphasises the role of the biological substrate – biologically-
motivated capacity to acquire language – as well as its biological evolution. 
An alternative scenario looks for the origins of syntax in cultural processes. 
One type of this kind of cultural change is grammaticalisation (Heine and 
Kuteva, 2007; Hurford, 2011). In this process, lexical units such as nouns 
or adjectives change into grammatical units, such as tense markers. For 
example, the English “going to” structure initially only meant the phys-
ical activity of moving one’s body by means of walking, and then changed 
into an indicator of the future tense whose contemporary pronunciation 
is /ˈɡɒnə/.

Cultural evolution is faster than biological evolution (see 2.2) and evo-
lutionary change within the structure of a linguistic code, at least theoreti-
cally, can lead to a shift from a protolanguage to a fully-fledged language, 
without any further changes on the biological plane. The Edinburgh group 
appears to favour this approach (see Scott-Phillips and Kirby, 2010). On 
the other hand, there is no reason for evolution by natural selection not 
to influence the users of protolanguage in continuing to shape their lin-
guistic adaptations. What is more, there is no reason why adaptive change 
connected with language use should stop in populations of contemporary 
humans. For instance, a controversial study conducted by Dan Dediu and 
D. R. Ladd (2007) reports a correlation between the occurrence of tonal 
languages and the occurrence of two alleles connected with the size of the 
brain in the populations which use such languages.

3.5 � Conclusions

In this chapter we have provided an account of the qualitative difference 
between glottogenetic reflection, whose history we described in the first 
chapter, and the evolution of language, which is a strictly scientifically-
oriented field of research. We depicted the multi-faceted and complex nature 
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of human language, which cannot be reduced to a single component, gene, 
selective pressure, or modality. We will specifically address the multimodal 
nature of language in the last chapter. Meanwhile, in the next chapter we 
will describe the prerequisites that made it possible for hominins to develop 
such a complex mechanism as language.



Chapter 4 � Preadaptations for Language

We use the term preadaptations in order to indicate any language-related 
differences between humans and their hypothetical common ancestors 
with chimpanzees. These differences constitute the preliminary conditions 
which made it possible for language to develop in our evolutionary lineage. 
The majority of the phenomena we discuss in this work are exaptations. 
These changes served, at least initially, goals other than language, and later 
began to play a role in its evolution. Nevertheless, some of the changes 
were directly involved in the development of the language faculty, and 
for this reason can be viewed as language adaptations. Following Hauser 
et al. (2002) we adopt a division into sensorimotor preadaptations, ulti-
mately related to the production and reception of speech; and cognitive 
preadaptations, which we explain in the context of the relation between 
the evolution of language and the evolution of the brain. The most impor-
tant of the preadaptations  – cooperation  – is addressed in a separate 
chapter.

4.1 � Speech

Speaking is definitely one of the most complex human motor abilities. All 
the organs of the vocal apparatus that serve speech production initially 
performed other functions – mainly breathing and ingestion. The vocal 
tract has a characteristic inversed L-shape with the phonation apparatus, 
comprised of a pair of vocal folds located in the larynx. Vocal ligaments, 
covered with folds, are separated while breathing and producing voiceless 
sounds, but while producing voiced sounds, the ligaments pull together 
and open interchangeably. Over the larynx, up to the nasal meatus and 
oral cavity, there is the pharynx, which reaches its widest point at the level 
of the hyoid bone. Muscles attached to the hyoid bone enable movement 
of the larynx and the tongue. In consequence, pulling away the root of the 
tongue enlarges the oral cavity space at the cost of the pharyngeal space, 
and elevating the tongue reduces the space of the oral cavity, enlarging the 
pharyngeal space.
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These operations show in a simple way how the so-called double reso-
nator system operates. The airstream travelling through the pharynx and 
lips can travel either from a smaller articulatory space (tongue pulled away) 
to a bigger one, or from a larger one (tongue elevated) to a smaller one 
(Nishimura et al., 2003). Many sounds the vocal tract can produce result 
from the functioning of this double resonator system. Its work is modulated 
by the tongue, lips and the soft palate movements which can close or open 
the nasopharyngeal space through which the airstream escapes during the 
production of nasal sounds.

A comparison of the human vocal tract and its corresponding structures 
present in nonhuman apes is crucial to the problem of the emergence of 
language, or at least of the emergence of speech. A relatively similar orga-
nisation and innervation of these organs in all nonhuman apes – including 
our closest relatives, chimpanzees – contrasted with a few fundamental 
differences visible in humans, suggests that changes occurred only after 
hominins separated their evolutionary lineage from that of Pan some 
6–7 million years ago. The first striking difference is the contrast between 
the characteristic shape (the inversed L-shape) of the human vocal tract and 
the basically straight, pipe-like vocal tract in chimpanzees, which resembles 

So� palate
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Fig. 4.1:  Vocal tract cross-section: chimpanzee and human. http://pubpages.unh.
edu/~jel/images/vocal_tract_chimp.gif. DOA 15 Mar 2017.
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a general scheme for the mammalian vocal tract (Lieberman and McCarthy, 
1999; Aiello, 1998).

The ontogeny of the vocal tract is very interesting. When we look at 
infants, their vocal tract is not vertical and the larynx is situated high up, 
which resembles the anatomical structure of a chimpanzee’s vocal tract 
(Lieberman and McCarthy, 1999). The larynx starts to descend in the third 
month of life and stops descending around the age of three (Lieberman and 
McCarthy, 1999; Fitch, 2000). Interestingly, the lowering of the larynx, 
on a much smaller scale, is observed in chimpanzees as well, but not in the 
other species of nonhuman apes (Nishimura et al., 2003). It is suspected that 
the phylogeny of these changes was twofold: the larynx started descending 
in the chimpanzee-human common ancestor; however, the lowering of the 
hyoid bone happened only in the hominin lineage. This led to a vertically 
situated larynx and the emergence of a large pharyngeal space above it 
(Johansson, 2005: 78–79).

Due to the role the lowered larynx plays in speech production, the evo-
lution of the vocal tract has provoked the curiosity of researchers interested 
in the origins of language. In a series of publications, Philip Lieberman 
(2001; 2002; 2003) argued that the shape of the vocal tract, and most 
importantly the low position of the larynx, is an adaptation to speech. He 
pointed out that the system found in neonates is adjusted to nursing, and 
only after a baby starts to babble (around the fifth month of life) does the 
larynx start to descend, which is supposed to facilitate articulation. This 
argument is further reinforced by the fact that apart from the acoustic 
amplification of the sound, enabled by the double resonator system, the 
deep location of the larynx serves no other immediate purpose, but rather 
complicates the coordination of ingestion and breathing, and carries the 
risk of choking, which can be fatal (e.g. Fitch, 2000). Tecumseh Fitch 
warns against taking Lieberman’s argumentation at face value. With x-rays 
imaging, he shows that although the larynx of various mammals is located 
high at rest, it descends when animals produce vocalisations (e.g., in a 
barking dog or a bellowing deer: Fitch, 2000). Moreover, there are spe-
cies, such as koala bears, whose larynx is lowered permanently; hence, it 
is not a uniquely human feature (Fitch 2002). This leads him to conclude 
that the position of the larynx does not predetermine language ability and 
does not rule out the possibility that the larynx descended in humans due 
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to selection pressures unrelated to speech. Fitch proposes that one reason 
known from ethology as to why the larynx descended could have been the 
exaggeration of the body size during mating calls, which is also evident in 
the voice change of maturing boys, when the larynx and vocal folds grow 
(Fitch, 2002).

Other authors writing on anatomical differences in the vocal tracts 
of humans and chimpanzees draw attention to the significant distance 
between the soft palate and the pharyngeal wall in chimpanzees, which 
prevents them from closing the nasal tract by raising the soft palate (Savage-
Rumbaugh and Lewin, 1994). Such an operation in humans enables them 
to articulate oral sounds when the air comes out through the mouth. Bart 
de Boer, on the other hand, explains the consequences of the loss of air 
sacs – sac-like structures that are located between the vocal folds and 
the hyoid bone in all apes, except for humans. De Boer, who simulated 
vocalisations with and without air sacs, came to the conclusion that the 
presence of such sacs may act to increase the volume, but it impedes or 
even precludes the possibility of differentiating between the vowel sounds 
(2012a; 2012b).

The evolution of the vocal tract has also been discussed by 
paleoanthropologists due to the influence of Lieberman who, having 
compared the hyoid bones of apes and Neanderthals, came to the con-
clusion that a descended larynx is characteristic only of Homo sapiens, 
and that Homo neanderthalensis could not have had the articulatory 
range approximating that of modern humans (Lieberman and Crelin, 
1971). Nevertheless, further discoveries of the hyoid bone in Neanderthal 
skeletons from an Israeli cave Kebara (Bar-Yosef et al., 1992) and a 
Spanish cave El Sidrón (Santamaría et al., 2010) show that they bear 
similarities to the human hyoid bones in size and shape; this suggests that 
there are no significant differences between the human and Neanderthal 
vocal tracts (Hurford, 2014). Currently, based on anatomical features, 
most researchers agree with the view that Neanderthals were able to 
speak (Boë et al., 1999; 2002; d’Errico et al., 2005; see also Corballis, 
2002: 144), and a growing number of them are inclined to say that 
Neanderthals were likely to have language (Johansson, 2013; Dediu and 
Levinson, 2013).
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Another important factor differentiating apes from humans concerns 
the innervation of the vocal apparatus. In particular, it concerns the neural 
control over the vocal folds. Humans have nerve fibres connecting the 
vocal folds with neocortical parts of the brain, and these enable us to con-
sciously control the phonation processes, i.e. the production of voiced and 
voiceless sounds (Deacon, 1992). In apes and monkeys, vocalisations are 
controlled by parts of the brain which are evolutionarily older than others, 
and which are connected with the neural networks that allow swallowing 
and breathing (Deacon, 1997). Such an architecture leads to a relative 
lack of innovation in the vocal behaviour of apes and monkeys, at least in 
comparison with their gestural expression – in fact, their vocalisations are 
species-specific, but regional variations can occur.47 Due to the substantial 
automaticity of their vocal behaviour, attempts to teach apes to speak, or 
even to produce calls similar to those of other primate species, failed, as 
we documented in Chapter 1 (see also Fitch, 2000). Terrence Deacon states 
that a major obstacle to vocal complexity in primates is the automaticity 
of their vocalisations, and not merely the lack of conscious control over 
the vocal folds (Deacon, 2003). In phylogenetic terms, this means that 
human vocal behaviour must have started from the relaxation of selection 
pressures directed towards upholding automatic vocalisations, which went 
on to facilitate a change in the innervation of the vocal folds (Johansson, 
2005: 81–82). It must be remembered that this change was not complete, 
and we can still find human behaviours controlled by the old pathways, 
such as laughter or the cry of pain, over which we have little volitional 
control (Deacon, 2000).

Humans also have much richer innervation of the chestal area than 
apes do, which enables greater breathing control and sound articula-
tion based on the respiratory flow modulation (MacLarnon and Hewitt, 
1999). While in other animals the duration of inhaling and exhaling is 

	47	 Recent research questions this view and provides data about intentional vocal 
communication of nonhuman great apes (see: e.g. Clay and Zuberbühler, 2014). 
Specifically, nonhuman great apes are able to use their teeth and lips to produce 
sounds in an innovative, intentional way (Leavens et al., 2014). However, it does 
not deny the existence of the qualitative difference in the vocal control between 
humans and the other great apes.
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the same, when humans speak, they use up to 90 % of the breath cycle 
for exhalation, adjusting the amount of air to the needs of the articulated 
sounds (Hurford, 2014). Comparative research on humans, nonhuman 
apes and hominin fossils that correlates the size of the vertebral canal 
with the whole body ratio, demonstrates that humans and Neanderthals 
show an increase in the innervation of the chest, while Australopithecines 
(two specimens examined) and Homo erectus (one specimen examined) 
show in the regard a resemblance to the anatomy of nonhuman great 
apes (MacLarnon and Hewitt, 1999). Most of paleoanthropologists 
connect this increase in the chest innervation and the resultant control 
over breathing with the development of bipedalism, specifically with 
the emergence of so-called “tempo breathing” which disconnected the 
breathing cycle from limb movements. As both the Australopithecus 
and the erectus were bipedal, comparative studies by Anna MacLarnon 
and Gwen Hewitt seem to challenge this position and indicate that the 
enhanced breath control was contingent on some other reason such as 
speech adaptation.

Another possible scenario posits that beginning with australopithecines, 
breathing was independent of walking. Based on this change, the mech-
anism for breath control visible in Homo neanderthalensis and Homo 
sapiens developed. According to this proposal, which has been supported by 
language evolution researchers (e.g. Johansson, 2005: 82; Hurford, 2014), 
breath control would be an exaptation, and not an adaptation for speech. 
Although the discovery by MacLarnon and Hewitt has not been challenged, 
another study shows how dangerous it is to extrapolate results – espe-
cially from a very limited number of fossils – to explain such phenomena 
as speech. There had initially been a conviction that speech development 
required increased neural control over the most important articulator – the 
tongue (e.g., MacNeillage, 1998). Anthropologist Richard Kay and his 
colleagues anticipated that it is possible to draw evolutionary conclusions 
on the basis of the size of the hypoglossal nerve canal, through which the 
hypoglossal nerve responsible for tongue movements leaves the cranium. 
Kay and his team measured the size of the canal in selected nonhuman great 
apes, a few australopithecines, one Homo habilis, a few Neanderthals, and 
archaic and modern people (Kay et al., 1998). The results suggested that 
the canal was significantly bigger in Neanderthals and humans than in 
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nonhuman apes, australopithecines and H. habilis. Using these data, the 
researchers concluded that a speech-adapted tongue must have emerged no 
later than 400,000 years ago, and Homo erectus probably had it. Another 
team, led by paleoanthropologist David DeGusta, questioned these findings 
and showed that the vocal tract of nonhuman apes and australopithecines 
was within the human range when controlled for body size (DeGusta et al., 
1999). Moreover, DeGusta et al. did not establish a correlation between the 
size of the canal and the number of nerve fibres going through it in extant 
species. Research like this on the size of the hypoglossal nerve canal is an 
example showing how cautious one should be in re-creating the evolution 
of such a complex phenomenon as language.

4.2 � Speech reception

Unlike in the case of the vocal tract – the human hearing system is basically 
the same as in other animals and its structure does not differ significantly 
from the general mammalian anatomy (Johansson, 2005: 86). The hearing 
thresholds in humans and apes are similar (Spoor and Zonneveld, 1998), 
and cortical sound processing is also alike (Kaas and Hackett, 2000); the 
only major difference concerns speech sounds, which the human brain 
processes in different areas that non-linguistic sounds (Mueller, 1996). 
Although, as we noted, there are no major differences between humans 
and apes in terms of hearing thresholds, an interesting distinction was 
observed concerning the auditory range in which sounds are best received. 
The human ear is specialised for the perception of sounds ranging 2000–
4000 Hz; for chimpanzees these frequencies are lower (Pinker and Bloom, 
1990; Moore, 2000; Martínez et al., 2004). Taking into consideration 
the fact that a majority of speech sounds fall within this range, it can be 
assumed that the increase of frequency is an adaptation for speech recogni-
tion. Assuming that frequency ranges can be assessed based on the shapes 
of auditory ossicles of the middle ear, palaeonthologist Ignacio Martinez 
examined these ossicles in Homo heildelbergensis – a probable ancestor of 
both humans and Neanderthals (Martínez et al., 2004). According to his 
measurements and assumptions, the range in Homo heidlebergensis was 
the same as that of modern humans, which led him to conclude that this 
particular species possessed speech.
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Another problem with speech perception concerns animals’ – and espe-
cially apes’ – ability to discriminate between various human speech sounds. 
What we are addressing here is not the ability to hear particular sounds, but 
categorical perception, which consists in assigning sounds to particular cat-
egories. There are many anecdotes concerning the comprehension of human 
speech by domesticated pets – dogs, cats, horses or parrots. However, 
there are many more reliable studies at our disposal, such as those by 
Sue Savage-Rumbaugh (e.g. 1986) on how enculturated apes, for instance 
bonobos Kanzi and Panbanisha, comprehend human speech. There is also 
experimental evidence for animals’ ability to recognise particular speech 
sounds. Patricia K. Kuhl obtained surprising results from a famous chin-
chilla experiment, which showed that these rodents can recognise voicing 
in English plosive consonants, discriminating between such phonemes as 
[p]‌-[b] or [t]-[d] (Kuhl and Miller, 1975). In turn, Ruth Tincoff’s team 
showed that cotton-top tamarins (Saguinusoedipus), a Haplorhini species 
inhabiting South America, recognise the rhythms of various languages – the 
experiment used English, Dutch, Japanese and Polish – similar to the way 
infants recognise sounds (Tincoff et al., 2005). Another interesting study 
was presented by two Japanese researchers, Shozo Kojima and Shigeru 
Kiritani, and concerned speaker normalisation – a phenomenon known 
from speech perception as adapting phoneme classification to the speakers’ 
characteristics, most importantly to their sex. Kojima and Kiritani showed 

Fig. 4.2:  Neocortical lobes and the cross-section of the brain. http://commons.
wikimedia.org/wiki/File:Lobes_of_the_brain_NL.svg. DOA 12 June 2019.
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that chimpanzees are able to conduct such a normalisation with regard to 
two vowels: [a] and [u] (Kojima and Kiritani, 1989).

As noted at the beginning of this section, speech processing takes place in 
a brain region different from the one that processes non-linguistic sounds. 
As Hurford argues, this is unsurprising since a majority of apes process 
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135585.jpg. DOA: 08 Aug 2015.

Species

Chimpanzee

Human

Human 7.4–7.8
4.14
2.57–3.3
2.2–2.5
2.1
1.13–2.36
1.8
1.2
1.0
0.9
0.8
0.5
0.4

Dolphin
Killer whale
Chimpanzee
Rhesus Monkey
Elephant
Whale
Dog
Cat
Horse
Sheep
Mouse
Rabbit

Bottlenosed
dolphin
African
elephant

6,075

Fin whale

Sperm
Whale

7,200

9,200

1,600

1,350

450

Average absolute
brain weight (grams)

EQ

Fig. 4.4:  The absolute size of the brain and encephalisation quotient in selected 
mammals (after Roth i Dicke, 2005).

 

 

https://www.psychologytoday.com/sites/default/files/styles/article-inline-half/public/blogs/134094/2013/10/135685-135585.jpg
https://www.psychologytoday.com/sites/default/files/styles/article-inline-half/public/blogs/134094/2013/10/135685-135585.jpg
https://www.psychologytoday.com/sites/default/files/styles/article-inline-half/public/blogs/134094/2013/10/135685-135585.jpg


Preadaptations for Language160

intraspecies vocalisations differently to the way they process other sounds, 
and usually use the left cerebral hemisphere (Hurford, 2014). Moreover, 
there is evidence that apes and monkeys (Rendall et al., 1996; Ghazanfar 
and Hauser, 2001), and other mammals such as elephants (Poole, 1999), 
seals (Insley, 2000), hyenas (Holekamp et al., 1999) and dolphins (Janik 
et al., 2006), all have highly developed sound sensitivity and social intelli-
gence, which enable them to recognise the sounds of the particular members 
of the group they live in (Johansson, 2005: 87). The most complete view 
of the cortical areas responsible for speech processing was obtained using 
fMRI scanning by a group led by Pascal Belin (Belin et al., 2000; Belin 
and Zatorre, 2003). Evidence for a specialised neural infrastructure for 
speech processing comes from studies of auditory verbal agnosia, a medical 
condition in which patients are unable to recognise speech, despite being 
able to recognise other sounds, such as music or ambient noise (Wolberg 
et al., 1990). Children who have not yet begun to acquire language dis-
play an ability to segment speech into either phonetically or syntactically 
relevant elements (Kuhl, 2000; Jusczyk, 1999). Nevertheless, these abili-
ties are also used in processing some non-linguistic sounds, such as music 
(Johansson, 2005: 87). This may support the idea that speech segmenta-
tion in children does not result from any physiological mechanism that 
evolved specifically for language processing, but from mechanisms that 
subserve more general tasks (Johansson, 2005: 87). This has been confirmed 
by experiments showing monkeys to have similar segmentation abilities 
(Hauser et al., 2001).

Ultimately, as regards evolutionary adaptations for speech processing, 
we can assume, following Sverker Johansson (2005: 87), that the majority 
of these faculties do not deviate from the skills present in primates or other 
mammalian taxa. One exception to this is the development of the ability 
to hear in the frequency range necessary for phonemic recognition, and 
this appears to be the only adaptation facilitating speech comprehension.

4.3 � The brain

The most important anatomical adaptations for language are those in the 
human brain. Unfortunately, even with the current technology, which 
enables us to research how the brain works in vivo (e.g. by means of fMRI, 
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PET, MEG – see 3.1.3 Advances in the neurosciences), our knowledge of 
the relationship between linguistic behaviour and the neural activity of the 
cerebrum is far from complete. Moreover, taking into consideration how 
complex an organ the brain is, we are unlikely to arrive at a conclusive 
description of this relationship in the foreseeable future.

Let us start with some comparative and evolutionary facts. The evolu-
tionary trend for mammals is linked to a considerable growth of the cere-
bral tissue, mainly involving an increase in the “new” cortex of the brain 
(also called the neocortex, the neopallium or the isocortex). The cortex, 
which initially appeared in the first mammals around 200 million years 
ago, is based on evolutionarily older brain structures, sometimes referred 
to as the “reptilian brain” (Lieberman, 2001). The structure of the human 
brain resembles that of other mammals, and in terms of the anatomy of the 
cortex, the structural division into four lobes – frontal, temporal, parietal 
and occipital – is identical to the architecture characteristic of the primate 
brain (Nishikawa, 1997; Johansson, 2005: 91).

With regard to the size of the brain, and its cortex in particular, signif-
icant variation can be observed among different mammals; primates and 
aquatic mammals of the order Cetacea have the biggest brains. Allometric 
studies, whose aim is to relate the total body size to individual body parts 
or some other features (such as body shape), developed a comparative mea-
suring instrument for mammals – the so-called encephalisation quotient 
(EQ). EQ is a relative brain size measure, calculated as the ratio between 
the brain mass in a species on the one hand, and, on the other, an expected 
brain mass predicted by the body size of this species and the cost of its 
physiological processes. For example, the EQ for people ranges from 7.4 
to 7.8, which means that the human brain is more than seven times bigger 
than the size expected of a human-sized mammal. Allometry experts suggest 
that EQ is one of the intelligence indices as it shows the brain area which 
is not directly required for body maintenance and hence can be used for 
other purposes (see e.g. Roth and Dicke, 2005).

Traditionally, the descriptions of the evolution of specific structures in 
the human brain highlight changes in the frontal lobe growth (Deacon, 
1997; Rilling and Insel, 1999). However, some later studies, especially 
those concerned with the comparative analysis of primate brain structures, 
show that there was a steady growth of all cortical parts of the human 
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brain (Semendeferi and Damasio, 2000; Clark et al., 2003; MacLeod et al., 
2003). Fossil evidence suggests that human evolution proceeded in two 
elementary stages. The first stage was associated with the development of 
bipedalism, which emerged early, perhaps soon after the Homo and Pan 
evolutionary lineages diverged, about 7 million years ago. The second stage 
is the encephalisation stage – the growth of the cortical tissue (Lewin and 
Foley, 2004). Until the emergence of Homo erectus about 2–1.8 million 
years ago, the brain mass was increasing marginally, remaining at a level 
similar to a chimpanzee’s brain size, which on average ranges between 400 
and 420 grams. The australopithecine brain did not exceed a mass of 600 
grams with an EQ ranging from 2.2 to 3. In Homo habilis, the brain for 
the first time in the hominin evolution exceeded the mass of 600 grams and 
the estimated EQ was higher than 3. A marked increase in brain volume 
is visible in Homo erectus: it grew to almost 1000 grams around 1 million 
years ago; however, this increase in the brain weight was also accompa-
nied by an increase in the body size. The brains of the later populations of 
Homo erectus weighed approximately 1200 grams – a value which was the 
same for H. heidelbergensis, who were their contemporaries. The value was 
also similar to the average value for H. sapiens, whose brain weighs about 
1400 grams. H. neanderthalensis, on the other hand, had brains bigger 
than ours (about 1600 grams), although their EQ was similar to that of 
humans (Gallagher, 2014).

Since the brain tissue is energetically costly, the increase in the brain 
mass must have served an important adaptive purpose. As an organ, the 
brain is a heavy user of energy. Although it constitutes about 2 % of the 
human body mass, it accounts for up to 15–20 % of the total body caloric 
expenditure, and up to 50 % in infants. Furthermore, it uses almost 
15 % of the cardiac output. Moreover, the expansion of the brain entails 
a number of anatomical problems (e.g. a big head poses difficulties with 
locomotion and balance), the greatest of which is the size of a newborn’s 
head. Big heads in neonates mean that their bodies are big, too. This 
causes a serious difficulty and a risk to a woman in labour: bipedalism 
results in the distance between the legs in humans being smaller than in 
other apes; as a result, the birth canal is narrower in human females than 
in other apes, while the newborn’s body is bigger. These great costs of 
hominin encephalisation mean that the growing brain must have been 
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outweighed by even greater benefits – in other words, very strong selec-
tion pressures must have come into play.

The nature of the selective pressures responsible for the body mass and 
brain volume growth in our ancestors remain a mystery. The expensive 
tissue hypothesis, proposed by Leslie Aiello and Peter Wheeler (1995), 
provides only a partial answer. These researchers noticed that the sizes of 
the two types of expensive tissue – the brain and the gut – are inversely 
correlated: herbivores have a relatively large gut and small brains, whereas 
scavengers and predators have relatively big brains and small guts. A gradual 
change in diet into one that is more carnivorous48 may help explain what 
paved the way for brain growth from a physiological perspective, although 
it does not specify any concrete selection pressures towards encephalisation. 
Some researchers (e.g., Bickerton, 1998) maintain that the growing brain 
was a response to ecological challenges stemming from the nature of the 
environment, and most importantly, from problems with extracting food 
resources leading to extractive foraging – obtaining food from previously 
inaccessible sources, such as from within egg shells or from beneath the 
ground.

Nevertheless, the majority of researchers now support the statement that 
these challenges were of a social nature and were connected with commu-
nity life. In social animals, reproductive success – especially that of males – 
depends on social status, which in primates is less dependent on physical 
strength and more on social competence. The earliest social hypotheses 
stressed competition, such as the hypothesis of Machiavellian intelligence 
(Byrne and Whiten, 1988), according to which the main function of intelli-
gence concerns quasi-political competition. Intelligence serves as an instru-
ment of creating and breaking up alliances and undertaking actions to 
outsmart other members of the group in a way which allows one to benefit 
from manipulating others, while not being manipulated by others.

This line of reasoning is developed in the social brain hypothesis pro-
posed by Robin Dunbar, who linked the costs of monitoring complex social 
behaviour and relationships in a large group directly with the size of the 

	48	 Cooking may also have facilitated the brain growth and reduction of the gut 
(Wrangham, 2009).
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brain (Dunbar, 1996; 2007). Dunbar and his colleagues showed that the size 
of the brain – and especially the size of the neocortex, which is connected 
with cognitive functions – correlates with the size of the group (Dunbar, 
1995). Moreover, they discovered other interesting dependencies, such as 
a correlation between the size of the non-visual neocortex and the length 
of the juvenile period in primates (Joffe, 1997).

Robin Dunbar’s findings provide a basis for a discussion on the relation 
between scenarios and limitations in language evolution research. Insofar 
as the idea of the social brain occupies an important position in the field, 
its extension to speculations on the origins of language in the form of the 
popular “gossip” scenario (gossip hypothesis – Dunbar, 1996) encounters 
serious problems. In simple terms, according to this scenario, language 
emerged by replacing grooming as an adaptation for social tasks. The act 
of grooming in primates, changed from an act of hygiene into a tool for 
social interaction and maintenance of relationships. Nevertheless, its effec-
tiveness is limited by the size of the group – in large groups, time would not 
permit grooming all of the important allies. According to Dunbar (1996), 
language may have taken over this function, becoming a form of vocal 
grooming. In another step, it may have become a tool for gossip, under-
stood as an exchange of important information. Such a scenario, at least 
initially, does not explain the core features of language: its combinatorial 
nature and semanticity (transmission of messages with referential meaning). 
For instance, Bickerton (2003) points out that grooming could have been 
replaced by pleasant but meaningless sounds. Camilla Power (1998) has 
much more serious concerns – she notices a fundamental incongruence of 
Dunbar’s theory with the demands of honest signalling (see 5.3). Grooming 
is an honest signal of affiliation precisely because it is time-consuming – the 
groomer is a reliable ally because he is prepared to pay such a cost. The 
more economical form of verbal grooming goes against this logic – such a 
signal is costless and therefore untrustworthy.

4.4 � Cognitive preadaptations

4.4.1 � Mimesis

Mimesis is a term in the field of human evolution proposed by the American 
psychologist Merlin Donald (1991; 2000), who defines it as an ability to 
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create conscious representational acts which are intentional but not lin-
guistic (Donald, 1991: 168). Donald perceives mimesis as a key cognitive 
ability in hominin evolution, distinguishing hominins from other apes which 
have only rudimentary mimetic abilities. Indeed, nonhuman apes can inten-
tionally initiate planned actions, but humans are unique in having the ability 
to abstractly encode motor sequences as mental representations. Thanks to 
this ability, movements do not have to be initiated as responses to external 
cues; instead, they can be recalled from memory and autonomously initiated 
by the subject. Such autocuing takes place each time we practice a com-
plex string of actions, such as completing a dance move or performing a 
boxing drill. An autocue activates when we engage our muscles in an action 
and track the sequence of movements in our imagination. Mimesis enables 
us to transfer our attention from the external world onto our body and 
to compare, in our imagination, the actual movements with the intended 
ones (Donald, 2012 in Zlatev, 2014a). Similarly, mimesis facilitates faithful 
imitation. It should be noted that human and primate imitation differs: in 
imitating an activity (e.g. opening a food container), people tend to focus 
on the movements and their precise imitation; chimpanzees, on the other 
hand, do not focus on the motion pattern but rather on its goal (e.g. opening 
a jar of candies). Tomasello (1999) dubbed the latter strategy as emulation, 
as opposed to imitation.

Therefore, mimesis facilitates a (precise) imitation of movements, 
dividing complex sequences into smaller discrete units (e.g., dancing steps), 
memorising the units and recalling them from memory to imagination, 
which helps to rehearse and practise them. Jordan Zlatev, who has devel-
oped Donald’s ideas, lists a number of fields in which mimesis could have 
been applied by hominins:  training in practical skills, memorising and 
planning, teaching (demonstration of practical actions) and learning, per-
forming rituals and ceremonies. Finally, mimetic abilities could be used for 
pantomimic and gestural communication. Mimetic sequences can be of a 
representational nature – they can refer to the world and carry meaning, and 
can stand for objects or actions. Moreover, their externalisation, by means 
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of body movements, offers opportunities for communicating meanings to 
others by means of pantomimic re-enactment. Zlatev (2014a: 201) states 
that “ [t]‌he mimetic controller adds to this the ability to explicitly re-enact 
a past event though bodily motion, and perhaps more importantly, to go 
through the steps of a future act. This allows making the act more than a 
private <visualization> ..., into a fully-fledged public representation, and 
thus much more accessible for oneself and for others ...”. Importantly, 
mimesis is not characterised by any obvious language-like features – arbi-
trariness, conventionality or systematicity – and its units are not symbols 
(see Zlatev et al., 2005). Mimetic control over body movements may be an 
indispensable condition for further development of linguistic communica-
tion. Gestural and multimodal conceptions of language development based 
on mimesis are described in Section 6.3.3.

4.4.2 � Theory of Mind

Theory of Mind (ToM) is a slightly misleading term first used by 
primatologists David Premack and Guy Woodruff (1978), denoting the 
ability to understand and ascribe mental states  – “the content of the 
mind” – to oneself and others. Possession of a theory of mind implies 
perceiving others as autonomous subjects who have their own objectives 
and own minds whose content can differ from our own. Thanks to ToM, 
we are able to understand that others can see and think things which are 
not available to our perception or cannot see and think of things which 
are available to our perception; for example, a person facing away from 
us does not have us in their scope of vision and does not know that we are 
approaching them. Theory of mind allows us to perceive others as inten-
tional subjects whose actions are not just the effects of the laws of physics, 
but deliberate actions targeted towards particular goals (a stone falls down 
simply because of gravity, but a person goes to a shop because they want to 
do some shopping). We interpret the behaviours of animals or even inan-
imate objects in a similar way when we attribute consciousness and will 
to natural phenomena: “the mountain does not want to be ascended and 
defends itself with winds and avalanches”.

Despite its name, ToM is an automatic cognitive ability and does not 
have to build on conscious theorising. The term “theory of mind” itself 
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refers to the fact that this ability – similar to scientific theories – allows 
us to make an informed prediction by means of reference to unobservable 
events. If we know that John is hungry, we can in all likelihood anticipate 
his behaviour: that he will try to get food, even though “hunger” is an 
internal state which cannot be perceived directly, and we can only assume 
its presence. Social relations and the behaviour of others are constructed as 
unobservable states postulated by our “modules of the theory of mind” to 
predict and explain behaviour – if John kicked Philip, it means that John 
is mad at Philip.

In 1997, Michael Tomasello et al. suggested that apes did not have 
ToM. This opinion underwent a series of revisions, both from the per-
spective of new empirical data and from a more detailed analysis of the 
term. Until recently the “Sally–Anne” test was a procedure which checked 
whether individuals possessed theory of mind. The child saw the puppet 
Sally hide a toy in a basket and leave the room. Then another puppet, 
Anne, enters the room and takes the toy out of the basket and puts it in 
her box. After that, Sally comes back to the room. The child undergoing 
the test is asked: “Where will Sally look for her toy?” A child up to three 
years of age would typically point to the box, without taking into account 
the fact that the current location of the toy is known to them but not to 
Sally. From about the age of four, children start to give the right answer, 
taking into consideration Sally’s state of mind and her false belief that the 
toy is still in the basket.49

Currently, the term theory of mind is not restricted to the attribution of 
false beliefs – it is an umbrella category that contains a number of distinct 
abilities. Their presence or absence in apes can be verified separately for 
each of these abilities. It turns out that nonhuman great apes:

	•	 understand the goals and intentions of other individuals – for example, 
they behave differently depending on whether the caretaker is unable 
or unwilling to give them food, i.e. whether he fails to give them food 

	49	 Such is the traditional view – recent research based on a simplified, nonverbal 
format of the test shows that even 15-month-old children can assign false beliefs 
to others (Onishi and Baillargeon, 2005).
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by incompetence or does not want to give them food on purpose (Call 
et al., 2004);

	•	 understand what others know or perceive – for example, they will not 
reach for food which is in the scope of vision of an alpha individual, but 
for food which is invisible to the alpha (Bräuer et al., 2007);

	•	 do not understand false beliefs of other individuals (although further 
research can revise this).

The research on the theory of mind in apes conducted mainly by 
Michael Tomasello’s group in the Max Planck Institute for Evolutionary 
Anthropology in Leipzig leads to an additional, but very important conclu-
sion: apes are much better at tasks that are competitive than cooperative.

It is evident that human abilities in the area of ToM are more advanced 
than those possessed by apes. It is difficult to state unequivocally whether 
this is the result or a condition of language development. Most likely, both 
these aspects influence language ability in a positive way. Undoubtedly, 
ToM is crucial for linguistic communication at least in terms of prag-
matics – the proper construction of an utterance and its comprehension in 
the way intended by the sender. The sender must take into consideration 
the state of mind of the other person: what the receiver knows, what may 
be obvious to him or her, what may be uninteresting, unclear, or offensive, 
etc. A reasonable interpretation of the answer, on the other hand, requires 
taking into consideration both the state of mind of the sender and con-
versational implicatures encoded in their message (e.g., “Do you have the 
time?”, which can be interpreted as “Can you tell me the time?” or “Do 
you have the time to do something”, depending on pragmatic factors; see 
Language: Not only syntax in Section 3.3.2).

4.4.3 � Metarepresentation

ToM is closely linked with metarepresentation, a representation of a higher 
order, such as thinking about thinking. If a simple thought “It’s a tree” 
is a representation of the first order, then becoming aware of this repre-
sentation (“I know I can see a tree”) is a second-order representation – a 
metarepresentation. Further orders of metarepresentation are most often 
of a social character, when by means of ToM we represent the mental 
states of others “inside of” our mind. “I know you can see a tree” is a 
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second-order representation, but “I know that you know, that I am mad at 
John” is a third-order representation, etc. To describe this phenomenon, 
Robin Dunbar uses the term “levels of intentionality”, though “intention-
ality” is used here in the philosophical sense of encompassing something in 
a thought, and not the psychological sense of purposefulness.

Metarepresentations take part in conscious reflection, analysis, and pla-
nning. The role of metarepresentation in the evolution of language manifests 
itself from the perspective of the social brain (see 4.3.), which underlines 
the importance of social relations. Alongside gossip, Dunbar grants a spe-
cial role to story-telling and religion (Dunbar, 2007). Based on his earlier 
research, Dunbar ties together levels of intentionality/metarepresentation 
with brain capacity and speculates that Old World monkeys (e.g., macaques 
or baboons) have at their disposal first-order intentionality, while apes have 
second-order intentionality, and humans can even have fifth- or sixth-order 
intentionality (Dunbar, 2007). Of course, as in the case of other cognitive 
features, research on metarepresentation in languageless creatures is diffi-
cult, and thus the nature of the relationship between metarepresentation 
and language is unclear. Some basic level of metarepresentation is crucial 
for language; however, it is conceivable that higher levels are available only 
due to the linguistic encoding of information (i.e., I can think that “I know 
that John knows that Adam loves Mary” because I have the words and 
grammar allowing me to verbalise that thought). It is also possible that our 
metarepresentational and linguistic abilities developed simultaneously in a 
process of co-evolution.

4.4.4 � Memory

Although memory is a fairly basic cognitive ability available to other ani-
mals, human memory is probably much more developed. Memory as such 
is not localisable to any specific brain regions, but it does have a neural 
implementation. Therefore, we shall assume that its capacity increased over 
time with the growth of the hominin brain. Similar to the theory of mind, 
“memory” is a vast category and can be divided into a few different types, 
each playing an important role in linguistic communication:

	•	 working memory – memory resources used for current cognitive opera-
tions, i.e. online processing of stimuli and other mental representations;
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	•	 episodic memory – a memory of specific, personally experienced events;
	•	 lexical-semantic memory – remembering vocabulary and general facts, 

knowledge not based on personal experience.

While enculturated apes have at their disposal up to several hundred 
words,50 the vocabulary of an average (educated) adult is estimated to 
contain 50 to 60 thousand words, which illustrates the requirements of 
speaking a language with regard to lexical-semantic memory. It is possible 
that semantic memory is shaped by language use, as a result of storing lin-
guistic information. The remaining types of memory can be preliminary 
conditions for language development.

Working memory is engaged, for instance, in linking sounds to words. If 
we notice that while speaking fast we produce around twenty phonemes per 
second, then the motor planning of several seconds of speech requires the 
processing hundreds of such units in working memory. A similar require-
ment applies to the conceptual-semantic layer of an utterance – retrieving 
words from the long-term memory and processing them. Frederick Coolidge 
and Thomas Wynn (e.g., 2005) propose a hypothesis of the enhanced 
working memory (EWM), identifying a hypothetical increase in working 
memory potential in the Homo lineage as an adaptation which was essen-
tial for the emergence of language. On the other hand, there is research 
that indicates that nonhuman apes have an impressive working memory – 
chimpanzees score much better than humans in short-term spatial memory 
(eidetic memory) tests (Inoue and Matsuzawa, 2007). It is believed that 
this may be linked with the human specialisation for language, and the 
fact that ever since childhood working memory resources are devoted to 
linguistic tasks.

Although it is not formally tied to language, episodic memory could play 
a decisive role in its emergence. Episodic memory stores information about 
interactions i.e. a record of relations between people, especially from a first-
person perspective: “How did a given person act toward others and me (and 
vice versa)”. In this way, episodic memory determines such mechanisms as 

	50	 Some dogs are able to understand up to 1000 commands including names of 
objects (Chaser the dog, see Pilley and Reid, 2011); however unlike words, these 
are only lexical labels of non-combinatorial nature.
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reciprocity or reputation, which maintain trust. For the reasons we explain 
in Chapter 5, trust is crucial for language to evolve as a stable cooperative 
behaviour.

Some researchers claim that the core features of language are based 
on episodic memory:  displacement (Deacon, 2011; Hurford, 2011; 
Tallerman, 2011) and mental time travel (Corballis, 2014). Comparative 
studies also tell us about the surprising abilities of animals: for example, 
some birds of the Corvidae family can store food in numerous, scattered 
places and find it again after several months (e.g., Emery and Clayton, 
2001). Nevertheless, we must remember that like many other cognitive 
abilities of nonhuman animals, this seems to be limited to one domain. 
More domain-universal abilities to think of the future and to plan have 
been documented in nonhuman apes. Wild chimpanzees’ practice of 
sharing the meat of their prey might bear the characteristics of a long-
term social investment (Gomes and Boesch, 2009). In turn, in experi-
mental conditions, chimpanzees and orangutans can forfeit a small reward 
in order to obtain a tool which, after some time and moving to a new 
place, will enable them to open a box containing a more precious reward 
(Osvath and Osvath, 2008).

4.4.5 � Executive functions

Executive function is yet another general term. Although executive functions 
include other, less complex mechanisms, such as attention, memory, plan
ning or reasoning, in general, they can be defined as higher-order cogni-
tive abilities – abilities which control and coordinate other processes and 
cognitive resources. Neuroanatomically, executive functions are closely 
tied to the activity of the frontal lobes, especially to the prefrontal regions 
which, compared to other brain structures, are larger in hominins (Deacon,  
1997).

The relation between executive functions and language is not obvious; 
nevertheless, we can hypothesise that it is fundamental for the use of 
symbols. Advanced executive functions imply a good ability for focusing 
attention and the inhibition of impulsive reactions. Symbolic representa-
tion is based on an arbitrary and conventional relation between the lexical 
label and its referent, and is independent of the sensory characteristics of 
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its referent – e.g. the word apple is not red, round, or fragrant. To form 
such abstract links between the label and the referent, cognitive distancing 
from the stimulus may be crucial – disabling an automatic reaction, and 
substituting it with mental processing and focusing on a symbol as an 
intermediary factor. Research conducted by a team led by Sarah Boysen 
(1996) is a good example. In her experiment, the reversed contingency 
task, chimpanzees were given a choice between two symbols known to 
them, standing for food portions. However, the symbol and its meaning 
were reversed – the chimpanzee was actually given the portion it did not 
choose. Doing the task, chimpanzees quickly learnt to point to the symbol 
standing for the portion they intended to have. Their behaviour was dif-
ferent when instead of symbols of portions, they chose between portions of 
real food – they kept pointing to the larger portion. Despite numerous trials, 
due to the proximity of the food on display, the reward kept on influencing 
chimpanzees’ decisions.

4.5 � Summary

In the 20th century, interest in the origins of language focused on these 
anatomical features of humans that enable us to produce articulated 
sounds. It seems that the elements of the human vocal apparatus, and the 
auditory apparatus to a lesser extent, show characteristics of advanced 
adaptations for communication in the vocal channel. Later research shows 
a greater awareness that cognitive preadaptations, such as mimesis, theory 
of mind, metarepresentation, memory and executive functions are more 
relevant to language. Currently, more and more attention is being devoted 
to adaptations of a socio-cognitive nature, with particular focus on the 
problem of cooperation. The next chapter will be dedicated to this topic.

 

 



Chapter 5 � Cooperative Foundations: An 
Essential Requirement for 
Language

Why don’t apes use language? Comparative psychologists continue to 
surprise us with discoveries of ape behaviours that were thought to be 
exclusively human. The similarities are vivid, but stop at the “Rubicon” 
described by Müller and Descartes  – the ability to talk. An intuitive 
view identifies anatomical differences as a reason – most importantly the 
differences in the construction of the vocal apparatus. It is clear from our 
discussion so far that such an explanation is completely wrong. More 
recent proposals have focussed on the supposed human uniqueness of the 
cognitive preadaptations for language use – the “cognitive infrastructure” 
(see Chapter 4). Currently, however, social factors have been gaining con-
siderable attention, and “the greatest mystery” of the evolutionary origin 
of language is the cooperative information sharing (Fitch, 2010: 417).51

The easiest, and the best, answer to the question “Why don’t apes speak?” 
may well be “Because it does not pay”. An ape could inform another ape 
about the location of food, but it would be a better idea to lie to the other 
ape so that it goes away and the first ape could enjoy the food alone. If 
there exists a risk of manipulation that cannot be detected easily, ignoring 
such uncertain information seems a much better strategy. This aspect is 
easy to overlook since as humans we do not think twice about it – we are 
accustomed to the principle of trust that our society and communication 
are driven by. In linguistic and non-linguistic interactions, we assume reci-
procity – “I will tell you the location of the food, and later you will help me 
back by telling me which plants are edible” – whereas lying is condemned 
or punished. Human societies are founded on an invisible platform of trust. 
We take it for granted, but without it, linguistic communication cannot 
function properly because words would become the equivalents of credit 

	51	 The terms “cooperation” and “honesty” are used interchangeably here – the 
reason is given later.
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cards in a world devoid of trade, banks, transactions and prisons for forgers 
(cf. Dor et al. 2014: 4; Dor et al. 2014: 12).

The explanation of the evolution of this cooperative infrastructure is a 
central issue in language evolution research (Fitch, 2010; Hurford, 2007; 
Tomasello, 2008). By “cooperative infrastructure” we mean a whole range 
of closely related features or behavioural dispositions, mechanisms and phe-
nomena, such as prosociality, trust, fairness, cooperation and in the broader 
sense even normativeness, reciprocity, reputation or morality. Later in this 
chapter, we provide a theoretical framework in which this can be discussed.

5.1 � Signalling theory52

For a linguist, a standard starting point for a discussion on linguistic 
cooperation is the work of H. P. Grice, particularly his article “Logic 
and Conversation” ([1975] 1999). According to Grice, conversation – or 
broadly speaking, any linguistic interaction – is a thoroughly cooperative 
activity since it is based on an understatement. Conversants, to grasp the 
meaning of an utterance, must use inference – in Gricean terms conver-
sational implicature. Therefore, it is crucial for the sender to formulate 
utterances in a way facilitating the receiver’s comprehension. Grice stresses 
that compliance with the norm, which is essential to what he terms the 
cooperative priniciple (CP), lies in the common interest of the interlocutors 
as it enables mutual understanding between them. Furthermore, they can 
achieve the goals they planned to achieve by means of a conversation. More 
specifically, the cooperation principle requires the participants to follow 
conversational maxims of quality, quantity, relation and manner; Grice 
(1999 [1975]: 70) writes:

I would like to be able to think of the standard type of conversational practice 
not merely as something that all or most do IN FACT follow but as something 
that it is REASONABLE for us to follow, that we SHOULD NOT abandon … So 
I would like to be able to show that observance of the CP [cooperative principle] 
and maxims is reasonable (rational) along the following lines: that anyone who 
cares about goals that are central to conversation/communication (e.g. giving 
and receiving information, influencing and being influenced by others) must be 

	52	 Explanations given in this and in the following section elaborate on the argu-
mentation presented in Wacewicz and Żywiczyński, 2011.
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expected to have an interest, given suitable circumstances, in participation in talk 
exchanges that will be profitable only on the assumption that they are conducted 
in general accordance with the CP and the maxims.

Grice’s works were a turning point, but the British philosopher only for-
mally established an intuition that was obvious to any language user. Ruling 
out special cases such as sarcasm or poetry, we generally use language 
which is comprehensible when we are talking to each other, and we do not 
typically lie or expect to be lied to. We do not require our interlocutor to 
present hard evidence for the veracity of each sentence or each word she or 
he utters. It is difficult to imagine such a situation, as the abovementioned 
requirements make normal communication impossible. The honest and 
cooperative character of language must be assumed from the outset as its 
fundamental value.

Cooperation is natural and obvious in language as it exists now, but from 
a language origins perspective it becomes an explanatory goal. When we try 
to account for the origins of language, a general model for communication 
constitutes a starting point, one that successfully explains communication 
in animals in general53: a naturalistic model or even a cynical model of 
communication. John Krebs and Richard Dawkins (1984), were the first 
to show that organisms do not communicate to provide others with infor-
mation, but – in accordance with the predictions of the evolution through 
natural selection – to pursue their own goals. Communication is therefore 
a game between the actor and the reactor, in which each of the participants 
wants to maximise their payoff.54 Communication is “a process in which 
the actors use pre-designed signals and actions to modify the behaviour of 
the reactors” (Krebs and Davies, 1993), and takes place when “the action 
or cue given by one organism is perceived and changes the probability 

	53	 “Signal evolution theory is the main body of theory applied to animal commu-
nication. So it is axiomatic that any scientific study of the evolution of language 
adopts this theoretical approach as starting point. To argue that the evolution 
of language is a special case to which signalling theory does not apply, we have 
to explain why not, within that theory’s terms.” (Power, 2014a: 50)

	54	 “Payoff” here is understood in the context of game theory. With regard to the 
evolution of behaviour by means of natural selection, we must keep in mind 
that the ultimate “currency” all the benefits and costs are translated into is 
reproductive success, or more broadly: fitness.
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distribution of the behaviour of the other organism in a way which is adap-
tive to one or both the organisms” (Wilson, 1975). To be more “cynical”, 
“a signal is a way in which one organism (an actor) uses the muscle work 
of another organism (a reactor)” (Krebs and Dawkins, 1984: 380–381).

5.2 � The evolutionary stability of communication

To explain the consequences of such an approach to the evolution 
of language, we shall briefly return to the basic logic behind evolution 
described in Chapter 2 (see also: the description of behavioural ecology in 
Box 2.7). The first step of the evolution-by-selection cycle is mutation which 
provides diversity – it enriches the gene pool with new alleles. These genes, 
even though they do not encode particular behaviours directly, have an 
indirect and statistical influence on the phenotype, including the tendency 
of an organism towards particular behaviours or behavioural strategies. 
Selection is the next step – the genes of some organisms are transmitted to 
the next generation in greater or smaller numbers. As a result of selection, 
those genes which encode beneficial strategies will gradually increase in the 
gene pool. According to evolutionary logic, only those strategies can survive 
that maximise payoffs – the best benefit-to-cost ratio in the context of how 
successful an organism is at passing its genes. The reproductive success of 
the individuals that follow a substandard strategy is below the population 
average, which means that natural selection acts to gradually eliminate 
their genes from the gene pool of the population; this in turn means the 
gradual elimination of the strategy itself from the population’s behavioural 
repertoire. In contrast, a successful strategy is by definition a strategy that 
grants those who adopt it a greater genetic success, leading to its gradual 
expansion in the population. A strategy that – once adopted by the majority 
of individuals in the population – is impossible to be replaced by a different 
strategy goes by the name of evolutionarily stable strategy (ESS).

If we consider cooperative strategies, it becomes clear that they include 
an element of altruism, where altruism is defined as any action taken by an 
organism where that organism pays a cost so that another organism can 
benefit from it. In other words, cooperation is achieved via altruism, as 
this is how cooperation starts: first, one of the organisms helps the other 
organism and pays some cost to do this. The problem arises because the 
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other organism may not reciprocate that help. Paying costs to reciprocate 
the help is not an EES – it can be easily superseded by a competing strategy 
of non-reciprocity, a more cost-effective strategy for an organism: bringing 
the organism and its genes a greater reproductive success. Similarly, helping, 
or paying costs which may not pay dividends, is not evolutionarily stable. 
In this way55 evolutionary game theory explains what is documented in the 
ethological data: both altruism and cooperation occur in nature only rarely 
and require special conditions.

A key element of the reasoning behind this idea, is that honest communi-
cation can be conceptualised as a form of cooperation, at least to the extent 
to which it is evolutionarily unstable and, analogically, can be superseded 
by competitive strategies. Volitional communication starts with signal pro-
duction, which entails some cost each time. The cost may turn out to be a 
piece of valuable information about the location of food supplies, or the 
risk of drawing the attention of predators. Even if the cost of producing a 
signal is just a small amount of time, attention or energy, as is the case in 
linguistic communication, such behaviour is more costly than the alterna-
tive – no signal and thus no cost at all. As a result, natural selection will 
act to eliminate such a strategy for as long as the costs of signal production 
outweigh the benefits. In the case of language, reciprocated communica-
tion could be the benefit – if I give you a valuable piece of information, 
I can expect that, later on, you will also provide me with a valuable clue. 
Nevertheless, in the same way as was the case for cooperation, there is no 
motivation for reciprocity, since it is the competing strategy that leads to 
better fitness: “reap the rewards of communication, but don’t pay the costs 
of reciprocation”.

If we take into consideration the evolutionary stability of communica-
tion, we encounter another serious issue: the stability of the honest strategy 
is threatened with its alternative – lying56. The strategy “Rather than sig-
nalling truthfully, manipulate the receiver to your own advantage” brings 

	55	 This is a simplification of a widely discussed problem in game theory, illustrated 
usually by the prisoner’s dilemma game; see, for example, Axelrod, 1984.

	56	 “Honesty” and “lying” are treated metaphorically here. They refer very broadly 
to conscious and unconscious communicative strategies, including behavioural 
signals as well as morphological features of an organism.
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greater profit, and hence translates into better fitness and reproductive 
success, and will spread more rapidly in the population than the competing 
strategy of being “honest”. The possibility of lying is yet another selection 
pressure acting on the receivers of the message. Those who are manipulated 
by such signals and, as a result, act against their own interest, have a lower 
reproductive success. This leads to the elimination of their genes from the 
gene pool of subsequent populations and, together with the genes, to the 
elimination of the strategy to “believe” signals. If there are no receivers, 
sending any messages becomes pointless. If the credibility of a signal cannot 
be assessed easily and properly, communication will stop.

5.3 � How to ensure the honesty of communication?

Contrary to the above predictions, communication not only exists in nature, 
but is ubiquitous. Hence, there must be mechanisms which ensure the hon-
esty of communication, or at least stabilise it evolutionarily, protectingboth 
the strategy of sending and the strategy of receiving messages. Generally 
speaking, there are three types of such mechanisms (see Scott-Phillips, 2008):

	•	 indexicality (indexes),
	•	 handicaps, and
	•	 a pre-existing platform of cooperation, i.e. when the communicating 

organisms work towards common evolutionary goals.

Indexicality is a correlation between the form of the signal and its “meaning”. 
An indexical signal cannot be “forged” due to the physical or morpholog-
ical constraints. For instance, the frequency F0 of a bellowing deer will quite 
directly inform about its size because this particular frequency is a simple 
function of the size of the resonators, and its further decrease is physically 
impossible when maintaining the same body size. Conversation provides 
us with rich and interesting indexical information: paralinguistic features 
of an utterance inform us about the sex, age, or health condition of the 
interlocutor (whereas a young and fit person can pretend to be an elderly 
or an ill person, the converse will not work). The propositional content of 
an utterance, however, is not indexical.

Handicap, a concept proposed by Amotz Zahavi (1975), stresses the 
second source of the honesty of signals – their cost. This intuition can be 
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expressed by distinguishing the basic cost of signal, i.e. one that is nec-
essary for its production (efficacy cost), and from strategic cost, an extra 
cost that animal pays in addition to the efficacy cost as a warranty that 
the signal is honest (e.g., Maynard Smith and Harper, 2003). Particularly 
in the signalling of one’s biological quality (e.g., in male displays in court-
ship), individuals of a better quality can pay costs that the lower quality 
individuals cannot afford. A peacock’s tail is a classic example, although 
there are also a wealth of behavioural signals, such as stotting in Thomson’s 
gazelles, which requires so much energy that only healthy individuals can 
afford to perform it. The differences between indices and handicaps is not 
obvious and hence it has become the subject of a theoretical debate (see 
e.g., Maynard Smith and Harper, 2003: 60–63). For our purposes, it is most 
important to state that linguistic signals are cheap and arbitrary – they are 
not grounded in either handicaps or indices.

A system of honest communication can emerge on the basis of pre-
existing cooperation or, more generally, when the evolutionary goals of 
the interacting animals are well aligned, so that manipulation is pointless. 
In nature, kinship is the most common basis for such cooperation – using 
a dishonest strategy towards relatives would not make sense from the per-
spective of kin selection (see 2.1.2), since by deceiving our genetic kin we 
would act against our own genetic interest. For this reason, the system of 
bee communication is not vulnerable to manipulation and is highly efficient. 
The general honesty of alarm calls is typically explained by reference to kin 
selection (see. 2.1.2).

Apart from the common genetic interest of a group of organisms, that 
is the strength of kinship, there are a range of ancillary mechanisms that 
can stabilise cooperation, especially “the four R’s” of relatedness, reci-
procity, reputation, retribution; (see e.g. Dugatkin, 2002).57 Evolutionarily 
inspired research on the emergence of human cooperation has become a 
very broad and intensively developing research field. The problem of coop-
eration is currently viewed from such perspectives as phenomenology or 
behaviourism, and studied with a broad scope of research methods – from 

	57	 The role of group selection is also possible; however, the theoretical status of its 
mechanism is controversial (see 2.5.4).
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theoretical (e.g., West et al., 2011), to experimental (mainly in the social 
dilemma paradigm, e.g. Ledyard, 1995), to mathematical and computa-
tional modelling (e.g. Nowak, 2006). The volume of recent research on 
this topic is overwhelming (e.g., Henrich and Henrich, 2007; Hrdy, 2009; 
Tomasello, 2009; Bowles and Gintis, 2011; Sterelny, 2012). In the following 
section, we discuss only a selection of scenarios of the emergence of human 
cooperation, and here we limit ourselves to two chief claims.

Firstly, with the exception of humans, it is very difficult to find well-
documented and uncontroversial cases of stable cooperation in nature that 
would not be readily explained by a cost-benefit analysis, such as by refer-
ring to mutualism or symbiosis, or kin selection (see West et al., 2011). 
Cooperation based on reciprocal altruism does appear to exist in nature, 
but equally, it appears to be very rare (Clutton-Brock, 2009).

Secondly, the mechanisms identified as stabilising cooperation largely 
depend on language. In principle, language is not absolutely necessary for 
the existence of punishment, reciprocity, or even basic forms of reputation 
(e.g., forming an opinion about others based on direct observation of their 
behaviour). However, language is a tool that greatly amplifies the poten-
tial of each of these mechanisms, for example, by means of gossip that is 
connected with reputation (Dunbar, 1996), or the codification of norms 
against non-cooperative behaviours. It is language that makes it possible to 
inform others about dishonest individuals or to set up legal consequences 
for breaking contracts. Consequently, language makes it possible to place 
additional costs on those that behave uncooperatively, which often makes 
cooperation the more rather than the less profitable option. Finally, we 
should remember about the usefulness of language in coordinating the 
actions of many people, and at the same time forming a foundation for 
organised cooperation – large-scale cooperative action that generates a very 
large pool of benefits to the entire group (see Gärdenfors, 2002)

5.4 � The sources of human cooperativeness

Due to the uniqueness of human communication, which is based on cheap 
signals and not limited to genetically related individuals, its development 
must have been preceded by the appearance of the norms of cooperation. 
It is easy to imagine that the emergence of language stabilised the function 
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of such norms, but if we are to take seriously the arguments of signalling 
theory, it would be hard to imagine that any language-like communication 
could have developed in a population where cooperation is not rooted in 
norms. The history of the evolutionary emergence of language is closely 
linked with the history of the emergence of cooperation.

Although the cognitive abilities of great apes (e.g., understanding the 
laws of physics) are comparable to the abilities of three-year-old children, 
(Herrmann et al., 2007), and can even exceed the abilities of human adults 
in some areas (Inoue and Matsuzawa, 2007), humans differ qualitatively 
from them in terms of cooperative communication. “Nonhuman primates 
do not point to distal entities in their environments, they do not hold up 
objects for others to see and share, and they do not actively give or offer 
objects to other individuals. They also do not actively teach one another…” 
(Tomasello, 2000: 358). Apes have problems with understanding the infor-
mative function of pointing (Tomasello et al., 1997) – the fact explained 
as the result of a lack of a cooperative basis for communication. In one 
experiment chimpanzees ignored the researcher who cooperatively pointed 
at places where food was hidden; however, they used similar information in 
a competitive context, when the researcher did not want to inform anyone 
about anything but simply tried to grab the food for herself (Hare and 
Tomasello, 2004). In contrast, human infants as early as in the twelfth 
month of life present a motivation for a spontaneous, informative pointing 
aimed at sharing attention with another person (Liszkowski et al., 2004). 
This disposition for cooperative communication is visible even in the unique 
human morphology – the human sclera is believed to be white because 
of its cooperative function whereby we can precisely assess the direction 
of another person’s gaze (cooperative eye hypothesis  – Kobayashi and 
Kohshima, 1997; 2001).

There have been numerous attempts to explain the way human-specific, 
or, more broadly, prosocial cooperative behaviours develop. We discuss 
what we think are the four most important hypotheses (see also Zlatev, 
2014b).

We have already critically discussed Robin Dunbar’s idea that language 
evolved as a substitute mechanism of vocal grooming. Here, we refer to 
the key concept of the social brain hypothesis – the idea that the size of 
the brain, and especially the neocortex, is correlated with the group size 
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(see 4.3). The pressure that, according to Dunbar, was to cause a change 
in the group size, and hence encephalisation, was the necessity of living 
on the savannah, where, for example, defence against predators forced 
hominins to form large groups. This must have changed the rules of social 
life, in the direction of counter dominance. Pawłowski et al. (1998) have 
made an important observation that among the primate species, greater 
corticalisation means a weaker correlation between the social status and 
the reproductive success of the male. This means that the species which 
have a larger neocortex succeed in the use of Machiavellian strategies to 
prevent the dominant males from monopolising access to fertile females; 
as a result, the reproductive success of all males in a group is distributed 
more evenly. Along with this decrease in the reproductive “reward” for 
domination, motivation to fight for status also diminishes. In hominin 
groups, the mechanism of reverse domination might have been strength-
ened as the whole group maintained its egalitarianism, monitoring the 
actions of the leaders and actively counteracting the excessive growth of 
their status. Egalitarianism weakens competitiveness between individuals 
in the group, which facilitates the emergence of cooperation.

Camilla Power and Chris Knight stress that this level of cooperation 
might have been stabilised by expensive signals such as taking part in 
rituals, which prevail as forms of religious activity of contemporary hunters-
gatherers (e.g., Power, 2014b; Knight, 2014). On the other hand, Terrence 
Deacon proposes marriage contracts as a possible scenario for the develop-
ment of normative prosocial behaviours, as well as symbolic ones (Deacon, 
1997). The growing brain must have led to increasingly dependent offspring 
who needed more parental investment and whose adolescence was pro-
longed. At some point, this selective pressure became so important that it 
began to favour the father’s investment. If fathers got involved in childcare 
and other types of investment (providing high-protein food for the child 
and the mother), they would be subjected to a very strong selective pressure 
connected with paternal certainty to avoid supporting genetically unrelated 
children. This could result in increasingly monogamous societies in which 
the permanence of relations would lead to marriage contracts – a blueprint 
for other social contracts.

Arguments that refer to the social brain hypothesis and the principle of 
reverse domination emphasise the role the mechanism of sexual selection 
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plays in the emergence of cooperation in humans. Hrdy and Fitch argue 
that at least a rudimentary level of cooperation in hominins was shaped by 
kin selection. As noted earlier, Hamilton’s kin selection is a standard way of 
accounting for altruistic cooperation in closely related organisms, such as eu-
social insects (see 2.1.2). Both Hrdy (2009) and Fitch (2010) draw attention 
to the fact that the reproductive model present in humans differs significantly 
from the scheme found in non-human great apes. Bipedalism itself compli-
cated labour – the human pelvis changed due to the new style of locomotion, 
and hence the birth canal became narrower (see 4.3). Problems associated 
with childbirth and the postpartum period increased due to the growing 
encephalisation – mothers had to give birth to heavier children with larger 
heads. These changes are likely to have influenced parental care. The erect 
posture and progressive loss of prehensile feet caused problems to mothers 
who could no longer carry infants on their backs (as apes do); and it was 
also increasingly difficult for children to cling to their mothers (Falk, 2004). 
This caused problems especially during foraging, when mothers had to set 
the children aside. According to Fitch, who cites research on mother-child 
communication in modern humans (e.g., Fernald, 1992; Dissanayake, 2000; 
Falk, 2004), this was the context in which first musical forms of communi-
cation emerged (see 3.4), the honesty of which was stabilised by the genetic 
relationship between the mother and the child (Fitch, 2010: 492–494).

Hrdy emphasises the model of parental care. In non-human great apes – 
orangutans, gorillas, and chimpanzees – it is only mothers who care for 
their children and protect them against abduction or injury. The human 
childcare system is unique among apes in this respect as it enables coop-
erative breeding or alloparenting, in which care is provided by the mother 
and her closest relatives, most often a grandmother or aunts. Hrdy argues 
that a prolonged period of altriciality – crucial for cognitive and social 
development – reduced mutual distrust in females and helped the emergence 
of the model of cooperative breeding, which became a blueprint for the 
development of other prosocial behaviours. She points to the presence of 
the phenomenon of cooperative breeding of the young in numerous monkey 
species, such as capuchin monkeys, though not in great apes, who have 
bigger brains (Hrdy, 2009). She suggests that combining the advanced cog-
nitive abilities of great apes with cooperative breeding present in monkeys 
may have paved the way for uniquely human socio-cognitive architecture.
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Writing about the evolution of cooperation and the emergence of com-
munication based on it, Michael Tomasello refers to numerous compar-
ative studies on children and chimpanzees, many of them conducted by 
his team in the Max Planck Institute for Evolutionary Anthropology in 
Leipzig. Tomasello’s starting point is the view that both language and 
prosociality characteristic of humans are the result of a cognitive adapta-
tion which Tomasello terms shared intentionality (1999, 2008; Tomasello 
et al., 2012). This refers to the ability to take part in mutual or group activ-
ities, often long-term and complicated, which aim to achieve a common 
goal and in which each participant plays a specific role. At the ontoge-
netic level, the first sign of such a form of intentionality is joint attention, 
that is co-participation in the act of perception. Tomasello suggests that a 
change of ecological niche forced hominins to collaborate in the search for 
food. The mutual benefits each participant gained from the coordination 
of actions paved the way for cognitive changes which brought about the 
system of shared intentionality, as well as social changes which led to the 
emergence of a new norm – sharing honest and valuable information.

5.5 � Summary

We do not favour any of the hypotheses presented above. It is easy to 
imagine a mosaic (see 3.3.2) pattern of the evolution of cooperation in 
which, for example, reversed domination, alloparenting and mutualistic col-
laborative foraging all played a prominent role. At the same time, through 
a positive feedback loop, the emerging cooperation is likely to have been 
stabilised by a broad range of ancillary mechanisms partly dependent on 
cooperative communication, such as reputation, customs, codified norms, 
ceremonies and rituals. In any case, as we have already mentioned, the exis-
tence of cooperation, and in particular the existence of norms of sharing 
honest information, is crucial for explaining how language evolved.

 

 



Chapter 6 � The Problem of Modality 
Transition in Gestural Primacy 
Hypothesis

In the final part of our work, we propose a study devoted to a specific 
problem in the field of language evolution, which is associated with the 
gestural primacy hypothesis. In this chapter, we present a summary of a 
wide range of arguments currently advanced for and against this position, 
supplying them with commentary and our own arguments. In addition to 
familiarising the reader with the details of this interesting proposal, this 
chapter will serve as an illustration of how research is conducted in the 
modern-day evolution of language.

The gestural primacy hypothesis, or simply the gestural hypothesis, 
occupies a central position in current reflections on the appearance and 
evolution of linguistic abilities. According to these theories, language phy-
logenetically derives from a gestural communication system, not a vocal 
one (the latter possibility is more intuitive, and hence many authors erro-
neously claim the vocal proposal to be unproblematic). We propose a wide 
definition of gestures here, including most of bodily signals produced or 
received in the visual modality. Many studies on this subject point to their 
fundamental problem: if language was originally gestural, why, when and 
how did the change or the transition of language to the vocal modality 
occur? So far, this problem has not found a satisfactory solution. In this 
chapter, firstly, we bring the topic closer to the reader, briefly discussing the 
arguments for gestural hypotheses, and secondly, we propose solutions to 
the problem of the modality transition. In essence, they boil down to the 
adoption of a multimodal perspective, which assumes that the evolution 
of language occurred with the participation of both modalities – the visual 
and the vocal. This assumption allows not only to solve the problem of the 
modality transition, which is problematic for the gestural primacy theories, 
but also explains the deep integration of speech and gestures embodying 
the human language ability.
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6.1 � Gestural primacy hypotheses in language evolution

According to gestural primacy hypotheses, sometimes referred to as ges-
tural58, language phylogenetically stems from a gestural form of communi-
cation conveyed in the visual modality. Here, we adopt a broad definition 
of gesture operating (see 6.2.2). In an obvious way, these explanations of 
language origin compete with vocal-auditory hypotheses, which trace the 
beginnings of language to non-linguistic vocalisations (e.g. Burling, 2005; 
Dunbar, 1998; Mithen, 2005; MacNeilage, 2008). Vocal hypotheses are 
usually based on an intuitive assumption that the development of human 
communication from the original to its current language form was shaped 
entirely by the vocal modality. Although this assumption is somewhat nat-
ural, and hence, erroneously, often taken for granted. Especially in the 
popular thinking about language origins, conducted without a thorough 
knowledge of the subject, possibilities other than a vocal development of 
language are neglected (e.g. Kenneally, 2007). Such an attitude is often 
related to the lack of awareness concerning the status of sign language as 
fully fledged language (see 6.4.2); for example, Charles Hockett’s influential 
proposal for the design features of language (see Box 3.3) focus on speech 
to the excluded of the gestural modality of linguistic expression.

Gestural scenarios of language origin have been considered by many 
authors, who represent both speculative philosophising and contemporary 
science. There are several types of gestural primacy hypotheses, differing in 
descriptions of gestural and vocal communication and the postulated level 
of organisation of the gestural system. These types include:

	•	 gesture-before-speech hypotheses
	•	 gestural protolanguage hypotheses

Broadly speaking, gestural hypotheses also embrace:

	•	 gesture and speech hypotheses

	58	 Such terms as “the gestural primacy hypothesis” (GPH); gestural hypotheses; 
gesture-first hypotheses; from hand to mouth; language from gesture are all 
present in the literature; gesture together with speech falls into this category 
as well.
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Gesture-before-speech hypotheses (e.g. Corballis, 2002; Stokoe, 2001) as-
sume that gestural language emerged before spoken one. Although these 
authors do not rule out the role of vocalisation in language emergence, 
they highlight that its function was limited to transmission of nonverbal 
information, such as emotions.

Gestural protolanguage hypotheses, in turn, assume that protolinguistic 
communication, before vocal language emerged, had relied mainly on 
gestures functioning as isolated signs devoid of syntax. Gestural primacy 
hypotheses come in two varieties:

	o	 synthetic gestural protolanguage – gestures stand for words and repre-
sent their referents (objects or actions) that can be combined into short 
compositional strings (whereby the meaning of the whole string results 
from the meaning of its components), but they lack a syntactic or mor-
phological structure (e.g. Hewes, 1973)

	o	 holistic gestural protolanguage – gestures are equivalent to the whole 
utterance, representing complex thoughts or situations, e.g. “I am 
hungry” (Arbib, 2005).

Gesture and speech hypotheses focus on the close link between speech and 
gesture in the course of a linguistic expression. They assume that language 
development always engaged both modalities: the vocal and the visual (e.g. 
Goldin-Meadow, 2011; McNeill, 2012; Kendon, 1991). We discuss this 
problem in detail in Sections 6.5 and 6.6.

In spite of the differences between all these approaches, they are viewed 
jointly at this stage of our discussion. The importance of the gestural 
component is crucial to all them in opposition to the intuitive assumption 
about the dominance of the vocal-auditory channel in the evolutionary 
history of language. Here, we do not discuss the arguments for gestural 
hypotheses extensively (for more see Corballis 2002; Armstrong and 
Wilcox, 2007; Fitch, 2010) but reviews them only briefly in Sections 
6.3.2 and 6.3.3. Our primary goal is an attempt at solving the core 
problem of most gestural hypotheses – the problem of modality transi-
tion described in Section 6.4, which could be formulated in the following 
way:  if language originated as a system of mainly gestural expression, 
how can we account for its transition to the current, mainly vocal  
form?
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6.2 � Defining gestures

A unilateral and theoretically neutral definition of gesture is problematic 
due to the multiple meanings of the term – both colloquial and tech-
nical. Broadly speaking, gestures comprise every expressive movement 
of motivated by emotion or thought, performed by means of any part of 
the body (Oxford English Dictionary, after: Kendon, 2004), including 
facial expression and eye movements. Kendon (2004) narrows down the 
scope of this definition and proposes that only those actions that can be 
interpreted as volitional and intentionally expressive rather than serving 
any other purpose (e.g. pragmatic ones) should be termed gestures. Then, 
under a very strict definition, the term gesture is reserved for idiosyncratic 
and spontaneous hand and arm movements synchronised with speech 
(McNeill, 1992). Some authors understand gestures as including instru-
mental actions (oriented towards physical objects) such as hand grasping 
(see Fogassi and Ferrari, 2004). Interestingly, the articulatory movements 
are sometimes classified as gestures as well (which we discuss in detail in 
Section 6.5.5).

Gestures do not solely belong to the domain of human communica-
tion. Importantly for language evolution studies, non-human great Aapes 
use this form of communication, (de Waal and Pollick, 2011; Pika et al., 
Pollick and de Waal, 2007; Tomasello, 2008), as well as more distantly 
related to us Old World monkeys (Maestripieri, 2007; Meguerditchian 
et al., 2011). Below, we compare two different perspectives on defining 
gestures: the interpersonal communication perspective and the primato-
logical perspective.

6.2.1 � Gestures in interpersonal communication

Gestures are an integral part of human communication. Due to a number 
of forms they assume and functions they perform (Goldin-Meadow, 2003), 
it is not easy to classify them into distinct categories. One of the most influ-
ential description of gestural behaviours – the gesture continuum – comes 
from McNeill (1992; 2005; 2012). Gestures are here placed on the con-
tinuum of behaviours:

gesticulation — speech-linked — pantomime — emblems/deictics — sign languages
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The continuum is arranged with respect to three criteria: 1) the amount 
of speech component decreases (from the left to the right side of the con-
tinuum; 2) the amount of lingusitc features increases; 3) the level of gesture 
conventionalisation increases.

The term gesticulation refers to the hand and arm movements accom-
panying speech (Kendon, 2004). However, although such movements are 
closely connected to speaking, they do not show any linguistic systematicity. 
Their spontaneous form stems from an ongoing coupling with the meanings 
expressed by words. Gesticulation is not a uniform category, and although 
various authors classify gestures differently (see Ekman and Friesen, 
1969a, b; Krauss et al., 2000), we can distinguish the most frequently 
ocurring types:

	•	 iconics – resemble the semantic content of an utterance by representing 
specific objects or actions;

	•	 metaphorics – similar to iconic gestures; however, they represent more 
abstract concepts or ideas;

	•	 beats – involve rhythmical movements of the arms – up/down, front/
back, or left/right; they do not have semantic relation to the content of 
speech but are synchronised with its rhythm;

	•	 deictics (pointing) – their main function is pointing to objects that are 
part the context of a communicative situation. Due to their structure 
and function, they may constitute a separate category, but along with 
emblems, they may also classified as gesticulations.

Language-slotted gestures bear a strong similarity to gesticulations but 
differ in the syntagmatic relationship they have with words. Let’s look at 
the following example: “the weather was good, but the food [hand wave]”. 
The gesture completes the sentence and fills in the syntactically blank slot, 
which appears as a result of the omission of the predicate. Pantomime, on 
the other hand, has a completely different character – by definition, panto-
mime cannot be accompanied by speech. Pantomime typically uses a string 
of gestures to narrate an event. Although it is characterised by a sequential 
organisation of signs, it is devoid of syntactic properties. Next, the main 
function of emblems is replacing individual words. In their gestural rep-
ertoire, each culture or society has a set of emblems that are characterised 
by arbitrariness and conventionality – specific rules governing their use (in 
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analogy to the phonological rules in language), intentionality59, and cultural 
transmission. An example of a Polish emblem is the “OK” gesture – raising 
the arm, putting the tip of the thumb and the tip of the index finger against 
each other, with the rest of the fingers directed upwards. Emblems have 
some properties characteristic of linguistic signs, but they are used as indi-
vidual signals transferring short messages. Signs of sign languages occupy 
the right extreme of McNeill’s gesture continuum. Sign languages have 
all the features of language systems, and the categorial difference between 
them and spoken languages is the modality – vocal-auditory for speech and 
motor-visual for gesture (see Section 6.4.2.) It should further be stressed that 
despite the common intuition, signs of sign languages constitute a system 
that is completely different from gesticulation not only in terms of its formal 
and communicative features, but also cortical localisation.

The above account situates gestures in the context of interpersonal com-
munication, related to specific cognitive abilities, social structure, and spoken 
language. Defining gestures in other contexts, e.g. primate communication, 
requires consideration of different conditions. Below, we present selected 
definitions and typologies of gesture derived from primatological research.

6.2.2 � Gestures in nonhuman primates’ communication

Although primates use various means of communication, their gesture use 
has evoked a particular interest of researchers. Gestures differ from other 
communicative behaviours (de Waal and Pollick, 2011; Pollick and de Waal, 
2007; Tomasello, 2008) in that they involve:

	•	 acquisition by individual learning,
	•	 intentional use and plasticity,
	•	 relative independence from emotions,
	•	 receiver-directedness.

Gestural communication based on ritualised behaviours is present mainly in 
nonhuman Great Apes, which suggests a phylogenetically late emergence of 
this form of communication (de Waal and Pollick, 2011).

	59	 Here and later in the text we use the term intentional in the psychological 
sense: “deliberate”, “resulting from the intention of the subject” – not in the 
philosophical sense: “having intentional content”, “presenting something”.
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Comparative studies on gestural communication of nonhuman Great 
Apes (bonobos, Pan paniscus; chimpanzees, Pan troglodytes; gorillas, Gorilla 
gorilla; orangutans, Pongo pygmaeus) show that their gestures resemble (to 
an extent) gestures of infants and toddlers who are right at the beginning of 
language acquisition (Pika and Liebal, 2006). Similarities concern diversifica-
tion of gestural repertoire and its intentional use in both groups. Differences 
are connected with the nature of gestures and the way they can be used: the 
majority of gestures in nonhuman primates are of dyadic character – the 
sender drawing the receiver’s attention expresses a wish (the imperative ges-
ture use); children, on the other hand, can use gestures triadically – they direct 
the receiver’s attention to an external event or object in order to share atten-
tion or comment upon the common object of attention (the declarative gesture 
use). These differences stem, among others, from different cognitive bases (the 
“socio-cognitive abilities” see Tomasello, 2008; see 4.4 and 5.4 in this work) 
in humans and nonhuman primates. Furthermore, they shed light on the 
problem of language origins and the nature of interpersonal communication.

Primatologists studying the communicative behaviours of nonhuman 
primates devised a few gesture classifications. De Waal and Pollick (2011; 
as well as Pollick and de Waal, 2007) proposed to limit the term gesture to 
manual movements, which exhibit features different from other commu-
nicative movements (see: gesture characteristics, above). Tomasello (2008) 
characterised gestures broadly as intentional communicative behaviours 
executed in the visual modality, including body posture, facial expression 
and manual gestures, characterised by flexibility, and acquired by means 
of ontogenetic ritualisation. Pika (2008) proposes a slightly different def-
inition – she understands gestures as expressive movements of the limbs, 
head and whole body, which:

	•	 are receiver-directed;
	•	 lack mechanical effects – such as pushing someone – which differentiates 

gestures from instrumental movements, the goal of which is other than 
communication60;

	60	 The difficulty arises as the criterion inhibits the recognition of an important 
gesture class – touch gestures – which require some mechanical contact with 
the receiver.
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	•	 provoke a particular answer;
	•	 are performed intentionally (deliberately).

Intentionality is a crucial criterion in the aforementioned definitions. It 
enables the differentiation of gestural behaviours from other communicative 
behaviours of intrinsic, and hence, non-intentional character, which take 
many different forms in animal communication (Tinbergen, 1951). The 
intentionality of gestures is established by the following criteria:

	•	 relative context-independence – the same gesture is used to attain different 
communicative goals, and different communicative goals are attained 
by the same gesture (de Waal and Pollick, 2011; Tomasello, 2008),

	•	 audience-checking,
	•	 response-waiting, and
	•	 persistence.

As the problem of the sensory modality is key to our discussion, we adopt 
Simone Pika’s (2008) gesture typology, which is largely modality-based. 
She distinguishes the following gesture types:

	•	 auditory gestures  – accompanied by sound production, e.g. hand 
clapping or chest-beating in gorillas;

	•	 touch-side gestures – involve physical contact between the producer and 
the receiver, (e.g. a directed scratch in chimpanzees – the first referential 
gesture discovered in wild Great Apes) (see Pika and Mitani, 2009);

	•	 visual gestures – engage only the visual modality.

In our work, we adopt a broad definition of gestures. We start with an 
intuitive understanding of gestures as intentional, communicative and hence 
non-instrumental hand and arm movements, but we extend the definition 
to the majority of bodily signals operating in the visual modality.

The prototypical examples of gestures are the movements of the arms, 
hands and fingers performed to transfer information. More peripheral 
examples embrace a variety of visual signals, such as proxemic behaviours, 
body postures and positions, intentionally executed facial expressions or 
even gaze patterns. Speech-related articulatory movements, although they 
may constitute a continuum with the movements mentioned above, espe-
cially facial expressions, are included in the gesture repertoire only if they 
can be perceived visually.
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6.3 � Arguments in favour of the gestural primacy hypotheses

The first speculations on the role of gestures in language evolution appeared 
long before the idea became an object of science. It was not until the 1970s 
that the gestural primacy hypothesis was based on more extensive empirical 
foundations. Currently, its numerous versions jointly constitute the most 
influential proposal in the discussion on the phylogeny of language. In the 
present section we outline the history of gestural hypotheses and summarise 
the most important evidence supporting them.

6.3.1 � Gesture and language origin – a brief historical background

For many centuries – from antiquity to the 18th century – it was commonly 
believed that gestures are a natural form of human communication and 
constitute an autonomous language common to all humans, as described 
in detail in the first chapter. The problem of gestures also appeared in his-
torical speculations about the origin of language (a detailed reconstruction 
in Chapter 1). Condillac (1715–1780) assumed that before people learned 
to use speech, they communicated with each other through gestures and 
movements of the body. The priority of gestures was also postulated by 
Giambattista Vico (1688–1744), who perceived them as the most perfect 
way of depicting visual images. Edward Tylor (1832–1917) emphasised 
the multiplicity of communication modes, including gestural languages, 
pictograms and written language, at the same time postulating that studies 
of gestures and pictorial writing can be of help in the understanding of the 
beginnings of language. Wilhelm Wundt (1832–1920) sought the beginnings 
of language in the basic expressive movements that are different for different 
emotional experiences. In the first half of the 20th century, the interest in 
similar problems weakened, but in the early 1970s a change took place, 
which marked the beginning of the contemporary debate on the role of 
gestures in the evolution of language.

6.3.2 � Hewes’s position and the revival of concern 
with gesture in language evolution

The modern hypothesis of gestural primacy was formulated by the 
American anthropologist Godron W. Hewes, already mentioned in 3.1.1, 
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and whose arguments in favour of the gestural primacy hypothesis will be 
discussed in detail. In 1973, Hewes published a paper entitled “Primate 
Communication and the Gestural Origin of Language”. The article is a syn-
thesis of data coming from various fields of research and lays out a range of 
arguments supporting the gestural scenario of language emergence. Some 
of his arguments are still used in the ongoing debate on language evolution 
(see Corballis, 2002; Tomasello, 2008), whereas others have either been 
updated (in line with the newest research) or rejected. In the following 
section, we look at the most important arguments from Hewes’s original 
proposal.

As already mentioned, Hewes’s main argument focused relative successes 
in teaching nonhuman Apes a variation of sign language (Gardner and 
Gardner, 1969; see 3.1.1 and 3.1.3 Primate research), which contrasted 
with complete failure of many attempts to teach them spoken language. 
It can therefore be assumed that early hominins, whose cognitive abilities 
must have been much like those of modern nonhuman apes, were capable 
of creating a gestural protolanguage61. We must assume that although early 
hominins, just as other primates, used vocal communication, this system 
can not have been the starting point for the development of linguistic com-
munication, which is arbitrary, compositional, etc. The main problem 
for such a scenario was lack of full volitional control over vocalisations 
(vocal apparatus). Based on the research available at that time, Hewes 
noticed that vocalisations of nonhuman apes are triggered by emotional 
stimuli; moreover, such vocalisations do not have an addressee – they are 
non-selective – and can be elicited in the absence of any other animal. 
Then, Hewes pointed out gestural communication of nonhuman apes is 
characterised by a set of strikingly different characteristics – volition, plas-
ticity, innovation, and reliance on higher cognitive processes (importantly, 
results of current research – although they do not question the aforemen-
tioned qualitative difference between non-human apes’ vocal and gestural 

	61	 Although the very concept of “proto-language” occurs in many glottogenic 
scenarios (e.g. in Vico, Condillac or Herder), Hewes was the first to use it in a 
technical sense as a transitional stage between non-linguistic communication of 
primates and fully fledged language..
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communication – point to a much more complex nature of vocal commu-
nication in nonhuman apes than was previously assumed62.)

Hewes relied on the research indicating that the human vocal tract is a 
relatively late adaptation, present only in Homo sapiens (cf. Section 4.1). 
At the same time, he held that the species preceding Homo sapiens had abil-
ities that required at least an elementary form of language: using fire, tool 
manufacture and big-game group hunting. Hewes assumed that a gestural 
protolanguage would be sufficient to sustain a culture organised around 
such activities.

Hewes (1973; 1981; 1996) addressed a few crucial problems that con-
tinue to be discussed in the ongoing debate on the roles of gesture in 
language evolution. He underlined a possible role of the deictic gesture in 
the early stages of language development, and noticed the phenomenon 
of gestural imitation as a potential way of establishing a linguistic sign. 
Moreover, he stressed the significance of lateralisation and movement con-
trol in shaping gestural language. Interestingly, he discussed the depig-
mentation of the inner part of the hand in individuals whose skin colour 
is other than white – Hewes (1996) suggested that this feature may have 
helped increase visibility of the hands and hence, it might have emerged as 
an adaptation for gestural communication.

Finally, Hewes articulated the problem of “modality transition”63 and 
proposed his own solutions to the issue, based on the idea of mouth gestures 
and sound symbolism as evolutionary mechanisms responsible fot the tran-
sition from gesture to speech (see also Section 6.5.5).

6.3.3 � Contemporary gestural hypotheses

Currently, gestural hypotheses are still being developed and hold an impor-
tant position in the debate on the phylogeny of language. In the following 
section, we present a few lines of evidence supporting gestural hypotheses 

	62	 This more complex nature includes such features as functional reference, audi-
ence effects, productivity (devoid of compositionality), tactical deception – 
review of new data, e.g. in: Slocombe (2011).

	63	 “A plausible theory of the primacy of gestural language over speech must, as has 
already been noted, account for its general replacement by spoken language” 
(Hewes, 1996: 587).
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that appeared after Hewes. They point to the iconic potential of gestures as 
the most intuitive form of linguistic expression, new findings on the brain 
functions, and mimesis – a uniquely human form of imitation.

Iconicity of gestures

William Stokoe, one of the pioneers of modern research into sign languages, 
demonstrated that their expressive potential is equal to that of spoken 
languages, and proposed solutions to key problems of language evolution 
(Stokoe, 1960). The first of these relates to the emergence of meanings and 
arbitrary speech sound, which can be addressed with reference to a ges-
tural stage in language evolution, whereby the iconicity of a gesture (the 
resemblance of the visual form to content) creates a bridge between the 
sound and its referent. The other problem is connected with the origin of 
grammar. According to Stokoe (1991; later also Armstrong et al., 1995), 
the iconicity of a gesture allows us to represent simultaneously the activity, 
and the agent that performs the action as well as the patient that is affected 
by the action. In this respect, a single gesture can represent an action as 
a complex whole: the hands and arms function as a prototypical noun, 
their action is a prototypical verb – collectively, they create a prototypical 
sentence (Armstrong and Wilcox, 2007). The spatial nature of gestures 
facilitates an intuitive visualisation of semantic roles (the hand hits the hand 
or draws a path) and spatiotemporal relations.

On a par with theoretical arguments supporting the idea of gestural 
protolanguage, there are also interesting empirical data, especially from 
the experiments conducted by Susan Goldin-Meadow’s research team. In 
one of the experiments, (Goldin-Meadow et al., 2008) the respondents 
were describing simple activities by means of speech, gesture and pictures. 
Verbal descriptions were compatible with the structure of the sentence 
of the respondents’ native language. However, the gestural or pictorial 
descriptions, independent of the native language of the respondents, were 
characterised by a stable order: “actor – patient – act”, congruent with the 
SOV word order. Based on this result, it can be purported that gestural com-
munication presents a somewhat “natural” or “original” form of the mental 
representation of the event structure. In another experiment (Fay et al., 
2013), the respondents, by means of gestures or nonverbal vocalisations 
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communicated “meanings” from a finite repertoire – emotions, objects, or 
actions. Gestural communication proved more effective than the vocal one. 
The authors of the research considered it evidence in favour of the supe-
riority of the visual modality for motivated expressions, and stated that 
this characteristic might have been useful in the initial stages of language 
development.

It should, however, be noted that the status of iconicity as a cogni-
tive facilitator of the transition to symbolic communication is far-fetched. 
For instance, in ontogenesis, the iconic representations do not seem privi-
leged over arbitrary ones, e.g. children do not acquire them easier or faster 
(Tomasello, 2008: 147). Also with respect to the cerebral realisation, the 
processing of iconic gestures and symbols is dissociated (Niederhut, 2012).

Handedness and lateralisation

Handedness and lateralisation were for a certain period of time used to 
formulate arguments supporting the gestural scenario of language origin. 
In the majority of people, the left hemisphere of the brain is responsible 
for both language processing tasks (it is here where the so-called “language 
areas” are located) and motor control of the dominant hand (90 % of all 
people are right-handed). The sources of this correlation are not entirely 
clear, but the available data show explicitly the systematic character of the 
correlation, e.g. the degree of language processing in the left hemisphere 
is directly proportional to the level of preference towards right-handed-
ness (Knecht et al., 2000). There are also hypotheses on the evolution 
of language and lateralisation. Hewes (1973) assumed that lateralisation 
for precise movement control, and hence gesticulation, emerged before 
speech. According to Corballis (2003), representations of communicative 
movements of hands and arms were gradually absorbed by vocalisation 
governed by the left hemisphere of the brain. Furthermore, according to the 
throwing hypothesis proposed by Calvin (1982; 1983; see also Calvin and 
Bickerton, 2000), one of the first expressions of the lateralisation of brain 
functions and handedness was the action of throwing stones to hunt small 
game. Well-aimed throws require the calculation of a projectile’s trajectory 
and creation of an appropriate motor plan that will coordinate movements 
of the body parts (including fingers, wrist, arm and torso). Calvin stated 
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that one-hand throwing led to the selection of a dedicated neural circuit in 
the brain that facilitated such computations. The circuit was then exapted 
for tool production, gesticulation and eventually for articulated speech 
and syntax.

Currently, the relevance of handedness and lateralisation as evidence 
supporting gestural hypotheses is decreasing. First, the newest research 
challenges the position that handedness at the population level is a solely 
human feature. Although the data are ambiguous, it seems that our spe-
cies differs from others only in the scale and systematicity of the phenom-
enon (e.g. Cashmore et al., 2008). If we look at nonhuman Great Apes, 
some studies (e.g. Harrison, 2008) do not confirm any preference at the 
level of population, while others (e.g. Hopkins, 2006) note its presence, 
most often right-handedness, at least in the case of some species and some 
activities. Similar data exist for other nonhuman primates – for example 
baboons show the preference to perform communicative gestures, but not 
instrumental ones, with their right hand (Meguerditchian et al., 2011). 
Furthermore, the left hemisphere controls vocal communication in many 
species including those distantly related to humans, e.g. frogs and birds 
(Corballis, 2003). These observations undermine the assumption that hand-
edness is uniquely human, and that it resulted from selective pressures in 
the hominin history, such as the need for precise motor control necessary 
to manufacture tools. Brain neuroimaging proved that the claim of “left 
lateralization for language” is far-fetched, and the functions responsible for 
language processing engage various areas all over the cortex (e.g. Deacon, 
1997; Lieberman, 2003).

Broca’s area and mirror neurons

Neurocognitive research provided a few interesting clues leading to ges-
tural hypotheses: they concern a revision of the view about the function of 
Broca’s area and the discovery of mirror neurons. Our understanding of 
the role of Broca’s area, originally believed to be primarily connected with 
speech production, has changed in the light of the new research (Fadiga 
et al., 2009). It was shown that this area is engaged in comprehending 
language, performing and observing manual activities, performing and 
listening to music and representing abstract hierarchical structures. On 
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this basis, some authors (Fadiga et al., 2009) conclude that Broca’s area 
is responsible for detection and representation of complex hierarchical/
syntactic relationships, irrespective of modality and use (i.e. whether it is 
used for production or reception). It is hypothesised that the evolutionary 
foundation of these abilities stems from the motor function connected with 
performing activities and – thanks to mirror neurons – their comprehension. 
These data suggest equation of the visual and the vocal modality as poten-
tial ways of the transmission linguistic information, concurrently granting 
phylogenetic primacy to the motor system.

Rizzolatti and Arbib (1998) proposed an interesting hypothesis of 
language evolution. It is based on mirror neurons, or a group of nerve cells 
that are active during, for example, performing activities such as grasping, 
as well as observing the same activity performed by someone else (see 
3.1.3). They proposed that the mirror system implements a neural mech-
anism that allows the alternation of the role of the sender and the recip-
ient (interchangeability) and equivalence (parity). The execution of a given 
gesture involves mainly the motor cortex, and the reception – the visual 
cortex, therefore the mechanisms of production and reception are different, 
whereas the meaning of the gesture in communication must be relatively 
the same. By activating the same fields of the mirror system, the gesture 
“counts” as the same for both the sender and the recipient (Arbib, 2005) 
and in this way the requirement of equivalence is fulfilled.

Arbib (2002; 2005; 2012a, b) modified the initial idea, emphasising, 
along with the function of mirror neurons, the role of imitation and 
volitional control over communicative movements. The gradual model 
of language phylogeny was established: the first three stages involve all 
primates until the emergence of the common ancestor of the chimpanzee 
and Homo sapiens; the consecutive stages relate to changes after the split 
of the two species. The model is as follows (Arbib, 2005):

	S1:  grasping
	S2:  mirror system for grasping
	S3:  simple imitation (chimpanzees only)
	S4:  complex imitation (after the Homo-chimpanzee line split)
	S5: � proto-sign (key change leading to the emergence of an open repertoire 

of signs)
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	S6:	 proto-speech (key change leading to the motor control over voice)
	S7:	 fully fledged language.

Although manual activities and the mirror system still constitute the basis 
for the model, the key role is assumed by pantomimic imitation comprised 
of proto-signs representing whole situations and activities (holistic pro-
tolanguage), which is only characteristic hominins. The development of 
pantomimic communication was accompanied by increasing the control 
of the tongue and larynx, which in the end led to arbitrary symbol-based 
communication in the vocal modality.

Mimesis and pantomime

Another influential line that appeals to imitation stems from the mimetic 
concept of language evolution, initially developed by Merlin Donald 
(1991; 2012). As already explained in Section 4.4.1, according to 
Donald, the fundamental difference between nonhuman primates’ and 
human cognitive processes is related to mimesis – the ability to form 
conscious, self-initiated, intentional representations that are nonlingusitc. 
The mimetic ability enables us to remember motor schemas for such 
activities as jumping, throwing or dancing, as activities that are detached 
from their subject. Such representations do not have to be activated as 
a reaction to a direct stimulus – the object may consciously recall them 
from memory at any time (autocueing). Therefore, one may perform an 
activity at any time – be it an actual dance movement or just a dance-
based exercise. Such a sequence of movements may also be recalled only 
from the working memory – where one imagines it “off-line” – as an 
action plan. The subject capable of mimetic representation can sepa-
rate movement sequences (e.g. throwing a stone) observed in others, 
remember them, imagine them, and re-enact them on one’s own. In this 
way, mimesis underpins imitation. An activity represented mimetically – 
such as the imitation of a stone throw – is identified as the same by both 
the actor and the observer; hence, it can be used for communication. 
It should be noted that mimetic representations are neither arbitrary, 
nor conventional, nor compositional, and their nature is entirely corpo-
real. Furthermore, although mimesis is a multimodal ability, the visual 
modality is here of dominant importance.
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Jordan Zlatev (e.g. 2008)64 offers the most detailed explanation of 
Donald’s concept. He puts forward a hierarchy of mimetic abilities ar-
ranged into the stages of their phylogenetic development:

	•	 proto-mimesis – based on imitation taken from external observations 
(exteroception) of one’s own body movements (proprioception), present 
in nonhuman apes and ontogenetically in newborn babies; it manifests 
itself through such activities as eye contact or simple coordination of 
behaviour;

	•	 dyadic mimesis  – based on volitional representation, present in its 
basic form in nonhuman apes; it underpins imitation or imagination, 
including the ability to form a representation of the future;

	•	 triadic mimesis – based on communicative intention, present in humans 
and some enculturated nonhuman apes; its manifestations include 
iconic gestures or declarative pointing;

	•	 post-mimesis 1 – based on norms and convention; present in humans 
(and in nonhuman apes taught symbolic communication); it manifests 
itself through symbolic communication;

	•	 post-mimesis 2  – based on systematic and compositional usage of 
symbols in both communication and internal thought processes; only 
present in humans; it underpins the language ability and the ability to 
understand false premises.

Daniel Hutto (2008) espouses a similar position – the initial form of com-
munication was, according to him, a mimetic re-enactment of events not 
segmented into any meaningful units, but having the form of a holistic, 
bodily representation. Hutto assumes that regular re-enactments of events 
might have had an important social function, establishing a basis for cus-
toms, strengthening bonds and gradually replacing grooming. Michael 
Tomasello (2008) acknowledges pantomime and pointing as the natural 
and the first human-specific forms of communication, representing a tran-
sition phase from nonhuman apes’ communication to conventionalised 
language. Their basis (together with language) is founded on the exclusively 

	64	 The mimetic standpoint of Zlatev’s (e.g. 2008, 2014a) is closer to multimodal 
theories (see section 6.5), than stricte gestural ones.
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human form of sociality and motivation: shared intentionality based on the 
recursive mindreading and cooperative communication.

Further arguments

Wacewicz and Żywiczyński (2008) underscore greater secrecy of commu-
nication in the visual channel, which is suited to the transfer of a message 
to a selected addressee, rather than all individuals close-by. Evolutionary 
logic suggests that such selectivity might have been used at the early 
stages of the development of communication, when it was an evolution-
arily unstable system – it lacked propositional content characteristic of 
language but was highly manipulative – as is typical of nonhuman animals 
(see 5.1–5.3). Some recent field experiments on chimpanzees resorting to 
the use of gesture in conditions requiring secrecy (Hobaiter and Byrne, 
2012) confirm this idea.

An alternative approach to the role of gestures in the evolution of 
language comes from David McNeill (2012). In his view, theories assuming 
gestural primacy are not capable of explaining satisfactorily the deep and 
multilevel integration between gesture and language. These ideas diminish 
the role of gestures in embodying language in favour of speech. Assuming 
that gestures are an integral part of langauge, not only its complement, 
McNeill proposes that both types of semiosis (global and discrete) stem 
from the dynamic units of online verbal thinking which he terms Growth 
Points (GPs). They contain ideas simultaneously expressed in gesture and 
speech. In this way, ideas are expressed by means of imagistic and linguistic 
codes. According to McNeill, the acquisition of this ability is a critical mo-
ment in the cognitive development of humankind, leading to the emergence 
of language. We comment upon this proposal in Section 6.5.

6.4 � The problem of transition to speech

The key problem of modality transition can be summarised in the 
following way:

If language emerged as a largely gestural phenomenon, how can we 
explain its transition to the current, mainly vocal form?

Although the transition from the hypothetical gestural language to the 
current – mostly vocal – communication system was already acknowledged 
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by early authors as a difficulty (Hewes, 1973), the most extensive criticism 
comes from Fitch (2010), who stresses two points:

	•	 the scale of anatomical and neural adaptations for spoken language 
in humans

	•	 the completeness and functionality of the currently existing sign 
languages.

6.4.1 � Homo sapiens’s adaptations to speech

First of all, humans differ significantly from their closest relatives – non-
human Great Apes – in terms of the anatomical structure and motor control 
of the vocal tract. The human species-specific features include (for a detailed 
discussion, see Section 4.1):

	•	 descended larynx,
	•	 lack of air sacs,
	•	 a better innervation of the thoracic muscles,
	•	 advanced ability for vocal imitation.

For some of these differences alternative explanations cannot be conclu-
sively ruled out. For example, the lowered larynx may be a side effect of 
the erected posture or the reconfiguration of the face, or as the result of 
pressures for the enlargement of body size during vocalisation (for discus-
sion see Fitch, 2010); the loss of air sacs may be the result of the proneness 
of this organ to infection; the better innervation of the chest may be an 
adaptation for breath control during physical effort; the ability for vocal 
imitation may be linked to musicality. Still, the most convincing interpreta-
tion is that all these changes constitute adaptations for articulated speech.

To sum up, from the perspective of researchers such as Fitch (2010), the 
extent of speech adaptations constitutes a crucial argument in favour of its 
early development, i.e. in hominins preceding Homo sapiens. At the same time, 
it becomes an argument against the gestural hypotheses only when we assume 
a “late” emergence of language. The facts relating to speech adaptations may 
be made compatible with the gestural hypotheses by assuming an “early” 
emergence of language based on even earlier visual proto-communication 
(e.g. a gestural protolanguage in Homo erectus), with gradual develop-
ment of articulated speech. The hypothesis of early emergence of language 
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is compatible with the view supported by new empirical data. For example, 
recent studies (Johansson, 2012; Dediu and Levinson, 2013) conclude that 
the reconstructions of the Neanderthal genome, anatomy (including the vocal 
tract), and ontogeny, while not directly confirming the presence of language in 
this species, support such a possibility. These new findings make the hypothesis 
of later emergence of language unlikely, but are consistent with the gestural 
scenarios, provided that the latter assume a sufficiently large timescale for the 
process of language evolution.

6.4.2 � Sign languages as fully-fledged languages

A much greater problem comes from the completeness and functionality 
of the existing sign languages. Although it is not intuitive, this argument 
presents a serious challenge to gestural primacy hypotheses. To understand 
why this is the case, we must take a closer look at the nature of sign 
languages.

Sign languages are fully-fledged languages, equal in expressiveness and sophis-
tication to spoken languages (Stokoe, 1960; Stokoe et al., 1965; Emmorey, 
2002). It concerns both the properties of the code, the level of brain implemen-
tation, ontogenetic development (acquisition by children), glottogenesis (emer-
gence and development of the language system itself), and most importantly 
functionality. Since their status as such is officially recognised by linguists, 
sign languages, similarly to spoken ones, are present in the databases of world 
languages e.g. Ethnologue or World Atlas of Linguistic Structures.65

Sign languages, similarly to spoken ones, use conventional and arbitrary 
signs that can express abstract or metaphorical concepts – an example of 
which is sign language poetry (e.g. Sutton-Spence, 2005). Similarly to speech, 
they have a combinatorial structure at the level of morphology, syntax and 
even “phonology”; hence, also the duality of patterning.

The cerebral areas processing sign language are largely identical with 
those processing speech (Corina et al., 1992), and the specialisation of the 
areas seems to be related to language processing in general – independently 

	65	 Ethnologue: http://www.ethnologue.com/; World Atlas of Linguistic Structures: 
http://wals.info/.
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of modality – rather than non-linguistic aspects such as motor control of the 
articulators (Emmorey, 2002). Importantly, these centres are different from 
those responsible for spontaneous gesticulation. For this reason, damage to 
the language areas in deaf signers results in symptoms typical of aphasia, 
including its language-specific nature, while the ability for gesturing (e.g. 
Bellugi and Klima, 2001; Hickok et al., 1996) or pantomime (Emmorey, 
2002) is preserved.

Acquisition of a sign language takes a similar time span to that of a spoken 
language, and is characterised by the same stages of development and the same 
phenomena such as babbling (its manual equivalent) or hyperregularisation 
of grammatical forms. Furthermore, children do not show any preferences 
towards either spoken or sign language while exposed to both of them in equal 
measure (Petitto and Marentette, 1991; Section 6.5.3 of this book).

The recent example of ISN (Idioma de Signos Nicaraguense), the 
Nicaraguan sign language, illustrates de novo emergence of a complete 
language system – with the stages of pidginisation and creolisation com-
parable to those in spoken languages (Kegl et al., 1999).

Most importantly, sign language researchers have shown that in terms of 
their communicative potential and efficiency, sign languages are equivalent 
to speech (Stokoe, 1960; Emmorey, 2002).

Despite these facts, human verbal communication is predominantly 
vocal, and sign languages generally perform only secondary or auxiliary 
functions.66 Such populations as in Al-Sajid (Israel), Adamorobe (Ghana), 
Kata Kolock (Bali) or Jukatana (Mexico) are exceptions, because there 
vocal communication is impeded by the incidence of hearing impairments. 
Apart form such communities, everywhere else the primary form of lin-
guistic communication is speech. This fact implies that – if we accept the 
gestural hypotheses with their focus on the fact that language originated 
in the visual modality – we must account for a change of the dominant 
modality – a change difficult to explain when analysed more closely. Fitch 

	66	 Usage of sign language signs or gestures as a replacement for speech is usually 
motivated by religious reasons, as in the case of some medieval monastic orders; 
cultural reasons, as in the case of the Warlpiri – indigenous people of Australia’s 
signs; or practical reasons, as in the case of the San people, South African hunter-
gatherers, during hunting.
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poses a question about selective pressures and mechanisms of such a 
change67. Many researchers (e.g. Burling, 2005; Corballis, 2003; Kendon, 
1991; 2008; MacNeilage, 2008; Tallerman, 2011) agree that it is the most 
difficult problem for gestural hypotheses.

6.5 � Solutions

Solutions to the problem presented in Section 6.4, although they may seem 
concurrent, they are logically independent from arguments opposing or 
favouring gestural hypotheses. Below, we suggest answers to the questions 
posed in Section 3, which are biologically plausible – we try to establish a 
link between the modality transition and knowledge of anatomy, evolution 
and brain functions.

Two general answers are possible. Firstly, we may point to potential 
selection pressures facilitating the development of vocal communication 
despite its original gestural basis. The other possibility, more interesting 
and discussed in Section 6.5.3, questions the very problem of “modality 
transition”. According to this proposal, the separability of visual and 
vocal communication is only superficial, and the evolutionary emergence 
of language could have been happening in both these modalities simulta-
neously. On such a scenario, we would deal not so much with the binary 
replacement, but with the use of various semiotic resources in phylogenesis, 
including division of labour (nonverbal, analogue, holistic versus verbal, 
symbolic, combinatorial) between the two modalities (see also Zlatev, 
2014a).

	67	 Fitch (2010: 434): “[A]‌ significant disadvantage of gestural models is their dif-
ficulty in explaining the virtually complete transition to vocal, spoken language 
in modern Homo sapiens… Whatever their virtues, models of gestural pro-
tolanguage are incomplete without a detailed and compelling model of the 
transition to spoken language, as most gestural proponents have recognized” 
(Hewes, 1973; Corballis, 2002; Arbib, 2005); (2010: 442): “but the lack of 
a plausible selective force to drive signed language into vocal language re-
mains a compelling argument against a fully gestural, and fully linguistic, 
protolanguage.”
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6.5.1 � Traditional arguments

An overview of possible solutions begins with the proposals already present 
in the literature and discussed in the context of gestural hypotheses. We find 
these observations interesting but insufficient as a solution to the problem 
under consideration. It is worth noting the fact that the following points 
demonstrate deficit communication in the visual channel, and as such they 
could be used as arguments against the gestural hypotheses.

	•	 speech is more economical (e.g. Knight, 2000) – articulatory movements 
require less time and energy than hands, arms and body movements

	•	 speech enables communication at poor visibility or in the dark 
(Rousseau, 1775)

	•	 the voice attracts attention more effectively (Rousseau, 1775)
	•	 speech does not engage hands, thereby allowing their use in practical 

tasks  – work or carrying objects (e.g. Carstairs-McCarthy, 1996)  – 
during communication

	•	 speech allows one to teach manual activities, such as tool making 
(Armstrong and Wilcox, 2007)

	•	 acquisition of speech begins in the human foetal life, which grants a 
developmental advantage to this modality (Hewes, 1996)

	•	 vocal communication facilitates continuous monitoring of the location 
of a child, which might have been important in hominins due to their 
hunter-gatherer lifestyle, and with lack of constant physical contact 
between mother and child, as is the case in other nonhuman Great Apes 
(Falk, 2009)

	•	 voice is directed at everyone and not only to a specific individual 
(Tomasello, 2008).

Fitch (2010) criticises the majority of the arguments mentioned above. He 
states that it is difficult to speak of any superiority of speech over gesture 
in any of these aspects. Moreover, it is easy to find a counter argument for 
all theese enumerated above. Gestures are not visible in the dark, but they 
are visible by the firelight, and they can be used in the tactile modality, 
which is used by the visually impaired signers. The visual channel gains 
an advantage in long-distance or noisy communication; it also successfully 
attracts attention in these situations. Fitch notices that although the vocal 
modality frees hands and arms, the visual modality frees the mouth, which 
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was very significant in the Palaeolithic Period – the fossil data show that 
hominins intensively used teeth to chew hard foods and perform various 
mechanical operations. Furthermore, the argument concerning the ener-
getic effectiveness is not convincing because – as Fitch points out – speech 
is accompanied by spontaneous gesticulation, which eventually makes this 
way of communication equally costly.

We could include further arguments not mentioned by Fitch. During 
teaching manual activities, verbal instructions are much less effective than 
a demonstration or physical guidance of the learner’s hands. Hewes’s argu-
ment is too weak, especially in view of the developmental data on the equal 
pace of spoken and sign language acquisition (see Section 6.5.3). Falk’s 
remark is interesting, but it does not require articulate and propositional 
language but just emission of any sound. Tomasello’s proposition is also 
compelling but easy to counterpoise. The already-mentioned advantage 
of gestures is the secrecy of communication, allowing for a more accurate 
choice of addressee, and a limited possibility of being discovered by ene-
mies and predators.

6.5.2 � Information duality

Susan Goldin-Meadow (e.g. 2011) noticed that the visual modality could 
be used to successfully transmit both combinatorial-segmented and mimetic 
(holistic-imagery) information. The first possibility is realised through signs 
of sign language – separate units of discrete and arbitrary character, which 
can be combined into longer compositional structures (phrases, sentences). 
The other possibility is related to the use gesticulation or pantomime, where 
information is not composed of discrete units but is of holistic and imagistic 
nature. Goldin-Meadow argues that the vocal modality is primarily able to 
serve the transfer of discrete, combinatorial-segmented units (phonemes or 
morphemes). The ability to transfer mimetic information in vocal communi-
cation is limited to prosodic features and onomatopoeic or sound-symbolic 
units; therefore, their role is secondary.

In face-to-face interaction, an efficient transfer of both the information 
types mentioned above occurs simultaneously. Gesticulating accompanies 
speech almost all the time (Goldin-Meadow, 2003; Kendon, 2004) – it also 
holds for telephone conversation, or speech produced by visually impaired 
people. The visual modality may use a segmented code, but voice cannot 
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transfer any mimetic information. Due to this fact, effective communica-
tion in a naturally occurring conversation manifests itself in speech, which 
encodes information in an arbitrary and segmented way, and gesticula-
tion, which is used to transfer holistic information. Goldin-Meadow (2008) 
points out that this advantage of the visual modality might have paradoxi-
cally been the reason for the transfer from the hypothetical protolanguage 
to speech.

Erin Brown (2012; after Zlatev, 2014a) puts forward a similar proposal. 
According to her, the vocal modality started to be used because sound is a 
naturally poor vehicle for transferring motivated meanings, which in turn 
facilitates the transfer of arbitrary meanings. Similarly, Kendon68 notices 
that gesture is necessarily has a specific spatial form and location – referred 
to as “spatial concreteness,” which is not true of speech. This feature is 
crucial in the transfer of displaced meanings, as well as to abstract concepts 
and ideas. Spatial concreteness of gestures may decrease their ability to 
express abstract meaning. Vocal signals, on the other hand, having no spa-
tial characteristics, are easier to comprehend as abstract.

6.5.3 � Acquisition of sign and spoken languages in children

Young children acquire sign languages with ease comparable to the acqui-
sition of spoken languages. As mentioned in Section 6.4.2, parallel stages 
can also be noted in this process, including manual equivalent of babbling. 
Petitto and Marentette (1991) state that the ease of acquisition of signs also 
applies to hearing children who, if they have simultaneous access to sign 
language and speech, absorb both kinds of language equally well without 
showing visible preferences towards speech, and achieve the same develop-
mental stages simultaneously for both modalities. Ontogenesis thus provides 
arguments for the fact that the “transition” to the vocal-auditory modality 
is in some sense apparent, because it concerns the level of E-languages (in 
the Chomskyan sense), and not the language faculty as (a set of) biological 
adaptations.

It is not possible that the ability to acquire sign language is a separate 
ability that has recently developed in parallel to the ability to acquire spoken 

	68	 Protolang 2, conference speech, 19.09.2011, Toruń
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language. The number of people with hearing loss does not exceed several 
percent of the population, and completely deaf people amount to 1% (e.g. 
in the USA, respectively, 11 million and 1 million – Mitchell 2006), so the 
number is definitely too small to be selective in this direction. The human 
biological readiness to acquire a language seems to be of an amodal nature 
and allows for the implementation in the genstural or vocal modality and 
the other, if both are available in ontogenesis. This fact indicates that the 
“problem of transition into the vocal modality” may be not as acute at it 
may seem. This line of thinking is also supported by neurophysiological evi-
dence, because, as we mentioned above, linguistic information, regardless of 
its modality (spoken word, sign), is processed in the same parts of the brain.

The link between the two modalities can also be noticed in the acquisi-
tion of spoken language and single gestures. Babbling (around 6–8 months), 
for example, is accompanied by rhythmical hand movements. Before 
uttering their first word, babies use deictic or even iconic gestures (around 
10 months). Later, they start to combine gestures and speech expressing 
the same meaning, and further, gesture and speech expressing different 
meanings (saying: give and pointing to a fruit). Both modalities are also 
visible in the course of cognitive development. Golin-Meadow (2003) shows 
that at least some newly acquired concepts (conservation task, equiva-
lence), before having a verbal representation, can first manifest themselves 
in gestures.

Interestingly, many experimental studies, many of which have been 
conducted by Susan Goldin-Meadow and her team, demonstrate that 
early gesture use predicts a wide range of linguistic achievements in later 
development. For example, the way an 18-month-old child uses gestures 
predicts their lexical repertoire and complexity of utterances in the future 
(Rowe and Goldin-Meadow, 2009). Another example is the aforementioned 
speech-gesture combination: the age in which a child can use such a combi-
nation may betray the age of when the child starts constructing two-word 
utterances (e.g. give apple).

6.5.4 � Natural connections between the hand and the mouth

The division of communication into vocal and visual channels is useful, 
but we have to remember that these modalities are closely connected. The 
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interplay is visible both at the level of message transfer and at the deeper 
level of cognitive and neural implementation of appropriate systems.

As early as in 1872, Darwin noticed that the person using scissors 
often moves their jaws to the rhythm of the act, and children learning to 
write bend the tongue, following the movements of the fingers. In fact, 
lip movements and hand movements seem to be largely controlled by the 
common and phylogenetically old motor control system. This is indicated 
both by the proximity of the cortical areas controlling the movements of 
these organs, as well as by experimental data. For example, electrical stim-
ulation of the field 44 (homologue of a part of the Broca area in humans) in 
the Rhesus monkeys induces movements of the upper limb and lips (Petrides 
et al. in Meguerditchian et al., 2011; see also Corballis, 2003). The pre-
frontal cortex of macaques (F5) contains, in addition to mirror neurons, 
neurons that fire at the sight of an object which can be grasped, coding 
its size in order to prepare the appropriate plan of the hand movements 
at the same time using either the hand or the mouth (Murata et al., 1997; 
Rizzolatti et al., 1996).

The natural motor relations between the hand and the mouth in humans 
are documented by Gentilucci and Corballis (2006), who describe, among 
others, differences in mouth and voice spectrum in respondents expressing 
a given syllable, depending on whether they capture a small or large object 
when speaking. A similar pattern also occurs when the subjects observe 
the activity performed by another person, which indicates the involve-
ment of the mirror neurons system. Higginbotham et al. (2008) report the 
results of electromyographic examinations in which they found that spe-
cific manual movements (precision grip, pointing, flexing fingers) result in 
the activity of articulators of bilabial plosive consonants. In turn, Vainio 
et al. (2014) inform about the characteristic differences in the duration of 
squeezing: the reaction time was shorter for the strength grip while voicing 
the syllable [ka] at the back of the mouth, while for the precision grip for 
the syllable [ti] produced at the front. Similarly, in chimpanzees, the exe-
cution of a precision grip is more often accompanied by clucking than 
other vocalisations (Meguerditchian et al., 2014, convergent observations 
in captive chimpanzees – Leavens et al., 2014).

It is believed that the natural hand-mouth relationship is rooted in mouth 
feeding behaviours, which were later exaptated for linguistic operations. 
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This might have played a role in the transformation of gestural communi-
cation – the transition from hand gesture to mouth gesture (Gentilucci and 
Corballis, 2006).

6.5.5 � Articulatory movements as a type of gesture

The motor speech perception theory provides an interesting insight into 
the problem of the gesture-to-speech transition (Liberman et al., 1967; 
Liberman and Mattingly, 1985; Liberman and Whalen, 2000). Accordingly, 
the motor system is responsible not only for speech production but also for 
speech comprehension. The theory holds that our mental representations of 
phonemes are not manifested as physical sounds, but as motor programs, 
and similarly phoneme recognition is possible not because of the link to 
its sound value, but through a reference to the movement sequence of the 
tongue and the other articulators. This idea points to the primacy of the 
motor aspect over an acoustic one, which allows us to describe speech as 
gesture i.e. as a system of orofacial gestures.

Conceptualising speech as gesture entails the co-occurrence of the visual 
and vocal component. The most obvious manifestation of this is lip-reading, 
which makes it possible to reproduce part of a message without access 
to sound (Summerfield, 1992). Also, in the field of automatic speech rec-
ognition, bimodal technologies are considered to be more accurate and 
more resistant to errors than monomodal ones (Chibelushi et al., 2002). 
Another proof of a deep integration of visual and auditory information is 
the McGurk effect (McGurk and MacDonald, 1976): placing the ga sound 
to a video where the lips pronounce the ba sound, makes the observer hear 
the da sound. Such phenomena point to the multimodal character of speech 
perception and an important role that motor-visual components play in it.

Orofacial gestures

We define facial and mouth gestures (orofacial gestures) as volitional 
movements of facial muscles and the tongue other than articulatory 
movements of speech (although these may be accompanied by articula-
tory movements, see Orzechowski et al., 2014). In accordance with the 
theory of gestural primacy, orofacial gestures may initially have served 
a communicative function in the visual modality, after which the sounds 
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accompanying their production may themselves have acquired the commu-
nicative meaning, thus enabling the transition to speech. Note that such an 
idea does not in itself identify the selection pressures responsible for such 
a transition, but indicates a biologically realistic mechanism for effecting 
the transtion. The potential of orofacial gestures has not escaped the atten-
tion of language evolution researchers, becoming an important element of 
numerous evolutionary scenarios. Darwin’s observation mentioned previ-
ously was elaborated, for example, by British phonetician, Henry Sweet (see 
Woll, 2014), who speculated that the beginnings of speech were related to 
articulatory gesticulation, similar to its manual counterpart, which only 
later began to be accompanied by sounds. Later, Richard Paget’s idea that 
oral-facial gestures and tongue movements imitate hand gestures later 
gained some popularity (see 1.2.2).

The potential of orofacial gestures did not go unnoticed by evolutionarily-
minded scientists, becoming an important element of numerous scenarios:

	•	 Hewes (e.g. 1973) identifies mouth gestures as the second, next to sound 
symbolism, link between gesture and speech;

	•	 Corballis (e.g. 2003) argues that similar facial gestures might have been 
better identified because of the co-occurring sound;

	•	 Studdert-Kennedy (2005) assumes that mimicry of facial expressions 
played a crucial role in the development of control over the articulators – 
recurring acts of imitation led to an increasing control of various facial 
regions, which expanded to vocal articulators due to the link between 
mimicry and vocalisation;

	•	 MacNeilage (1998; 2008), although not a supporter of gestural the-
ories, acknowledges the importance of facial gestures:  based on the 
similarities between speech and sound-producing facial gestures of non-
human apes (smacking); he proposes the following scenario: opening 
and closing of the mouth while chewing, sucking, and licking started to 
acquire communicative functions and took the form of facial gestures, 
which further transformed into syllables and phonemes;

	•	 Meguerditchian, Cochet and Vauclair (2011) emphasise the importance 
of facial gestures from the perspective of neurobiological research on 
nonhuman apes, which reveals connections between the hand and the 
mouth, as discussed in Section 6.5.4;
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	•	 Woll (2014) describes the phenomenon of echo phonology in sign 
languages; the echophonic signs, next to the manual component, have 
an oral component, i.e. the movement of the lips is an “echo” of the 
hand movement for the start and end of the movement as well as the 
dynamics and the type of movement. Woll, also referring to the results 
of neuroimaging studies (Capek et  al., 2008), classifies echophonic 
signs as intermediate between spoken words and signs. He adds that 
echophonic elements, combining the iconic movement of the hand with 
an abstract sound representation, could play a role in the transition for 
gestural protolanguage to speech .

We write about the role of the orofacial gestures in Orzechowski, Wacewicz 
and Żywiczyński, 2014 (Orzechowski et al., 2014), where we pay attention 
to two other aspects of this issue. First, genetic disorders that impair lin-
guistic (not only articulatory) abilities are often associated with a parallel 
general movement disorder of the facial region. Such a condition results 
from the mutation of the FOXP2 gene, which impairs both language (Enard 
et al., 2002) and non-linguistic facial and lip muscle movements (Marcus 
and Fisher, 2003); the same conditions result from the mutation of the 
FOXP2-regulated SRPX2 gene (Roll et al., 2006). This regularity is diffi-
cult to interpret unambiguously, but it may indicate a relationship between 
language and motor control of the orofacial area. Secondly, the auditory 
feedback mechanism seems to be interesting in this context. We expand 
Corballis’s proposal, postulating that the benefit of adding the sound com-
ponent is not limited to the recipient, but also applies to the sender, for 
whom it makes it easier to contral the production of orofacial gestures. 
This view is supported by empirical research, indicating that disrupted (e.g. 
delayed) auditory feedback or its lack leads to serious speech disorders (e.g. 
Yates, 1963).

6.6 � Conclusion – Towards multimodal hypotheses?

Each of the extreme positions concerning language origins faces several 
fundamental explanatory difficulties. Theories deriving language from 
vocalisation have to face the weakness of the initial premises for later 
language adaptations:  on a deeper analysis, primate vocalisations and 
language are two extremely different communication systems that have 
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little in common except for the use of the vocal modality. In turn, the rad-
ical gestural perspective, which assumes the existence of original gesture 
language, struggles with the problem of the transition from the visual to 
vocal modality. In addition, neither position can provide a convincing expla-
nation of the reasons for the deep integration of gestures with language.

In order to solve these difficulties, it is possible to adopt a multimodal 
perspective: the perception of gesture and voice not as two separate com-
munication systems, but as different implementations of a single system. 
Here, language evolution is viewed as engaging both modalities in a strongly 
integrated way. Within its framework, we may assume a temporary speciali-
sation or an advantage of one of the modalities resulting, for example, from 
the degree of development of individual linguistic adaptations to prevailing 
environmental requirements. This may be the strength of gestural hypoth-
eses, which emphasise that in the early stages of protolanguage development 
the visual modality provided a more important source of information than 
the accompanying vocalisations.

It seems that the multimodal perspective allows for the most convincing 
integration of the arguments listed in Sections 6.5.2–6.5.5 by emphasising 
the importance of the visual modality in the early stages of the development 
of human linguistic ability.

The supporters of the multimodal perspective are, above all, gesturologists 
such as Kendon (2011), McNeill (2012), or Sandler (2013), whose research 
demonstrates a deep integration of gestures and speech (see Sections 6.2.1 
and 6.5.2). Gestures form an integral part of conversation, to the extent 
they we use gestures e.g. during a telephone conversation, despite full 
awareness that the interlocutor cannot see us (Bavelas et al., 2008). Of 
particular importance are data from studies on people who are visually 
impaired from birth – who did not have the opportunity to acquire patterns 
of gestures through visual observation. As it turns out, such people also 
use gestures, even if they talk with other blind people (Iverson and Goldin-
Meadow, 1997). The stability of integration between gestures and speech 
is also evidenced by neuroscientific data, e.g. by dissociation of signs men-
tioned in Section 6.4.2, or by dissociation of instrumental movements, i.e. 
those which have a mechanical effect, e.g. grasping. The latter problem is 
illustrated by the case of I.W. (McNeill, 2005), who after losing the pro-
prioceptive body schema was unable to perform instrumental movements 
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without looking at his hands – however, his gesticulations were not subject 
to similar restrictions.

The multimodal perspective, however, is gaining popularity also in 
other circles of the language evolution researchers. Primatologists begin to 
notice the multimodal character of messages naturally occurring in primate 
communication. On the one hand, gestures are often accompanied by an 
intentional or unintentional sound production (e.g. Hobaiter and Byrne, 
2012). On the other hand, as Falk (2009) recalls, primates’ vocalisations 
are often rigidly paired with both a specific emotional state and a specific 
facial configuration that can be perceived visually. Slocombe et al. (2011) 
pay special attention to facial expressions as an important but neglected 
research component of the “overall message”. In their overview of litera-
ture on primates communication, they identify a strong tendency to adopt a 
simplistic unimodal perspective. In addition, although primate vocalisations 
have traditionally been viewed as largely genetically conditioned, rigid 
and non-selective emotional behaviours, new research challenges such an 
extreme position (see Clay and Zuberbühler, 2014; Leavens et al., 2014).

The findings of neuroscience also encourage the adoption of a multi-
modal perspective. The starting point is the observation that the division 
into the vocal and visual modalities does not coincide with the criterion 
of the “language” of the message. Not only do sign languages remind us 
of that, but also naturally communication that is not inherently linguistic. 
For example, Gonseth et al. (2012) argue that pointing is an act occurring 
between modalities, where the indexicality of a communicative act is most 
often achieved as a result of collaboration between vocalisation and manual 
indication. This seems to be confirmed by processes in the brain, i.e. for the 
neural implementation of a given system, the decisive factor is not the type 
of modality, but the type of processing, e.g. iconicity or conventionality 
(Niederhut, 2012). The possibility that the most important dissociations, 
from the point of view of language, do not proceed according to the divi-
sion into modality is a particularly promising direction of future research.



Epilogue

This book was preceded by the excellent introductions to the science of 
language evolution authored by Sverker Johansson (2005), Tecumseh 
Fitch (2010) or James Hurford (2014). But we believe that our book has 
a distinct character and as such can play a role in popularising this area 
of knowledge. We set ourselves the task of presenting the evolution of 
language as a new field of study, outlining its conceptual background, the 
interdisciplinary nature of the research, and its developmental dynamics. 
At the same time, we flag those threads which are currently at the centre of 
discussions and disputes (e.g. modality), along with those which have been 
relegated to the periphery (e.g. speculative scenarios). We have paid par-
ticular attention to a problem that now appears to be fundamental in the 
language evolution research: the cooperative basis for linguistic communi-
cation. We have also taken care to present the basic conceptual tools in the 
field of evolutionary theory, combining this domain with a presentation of 
“evolutionary thinking”, broadly understood as a set of useful, universal 
evolutionarily grounded heuristics for interpreting human behaviour and 
culture.

Chapters that survey the field are set alongside others that are more con-
cerned with providing a commentary on the various research trajectories in 
language evolution. Accordingly, the opening chapter contains a compre-
hensive and systematic reconstruction of the thought on the beginnings of 
language, while the chapter closing the monograph presents our suggestions 
for an approach to one of the central issues in the evolution of language – 
the problem of “modality transition” in the gestural hypotheses of language 
origins. At the same time, it provides an insight into how the construction 
of interdisciplinary, synthetic argumentation in the language evolution 
research is conducted.

We hope that the appeal of this book lies in the breadth of its scope. 
Selecting from the wealth of interdisciplinary material and the many het-
erogeneous research currents in the science of language evolution turned 
out to be an unexpectedly difficult task. Not being able to write about all 
of them, we decided to present a very general picture that is appropriate 
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for introductory purposes. Such an approach allows the reader to form 
opinions on a broad range of phenomena studied in the evolution of 
language, and encourages individual exploration of fascinating topics, 
an exploration that will hopefully be facilitated by the book’s extensive 
bibliographical section.
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Glossary

Adamic language in religions which stem from Judaism, the language which 
Adam was supposed to have used in the garden of Eden.
adaptation (adaptive feature) a feature which results from the selection pres-
sure and which increases the adaptation of an organism to its environment 
(i.e., one that increases the likelihood that it will survive and/or reproduce).
adaptationism a view which emphasises the role of natural selection in 
shaping phenotypes and which considers that a majority of features are 
adaptations which emerged via natural selection; its extreme version is 
called panadaptationism.
allele an “alternative version” of a gene. A gene has a certain place in 
a chromosome, called the locus. Thus, alleles are alternative versions of 
genes which occupy the same locus in a chromosome. Mutations cause 
new alleles to emerge.
allometry investigating the relation between the size of the body and 
its shape.
anthropogenesis the emergence of humans.
anti-essentialism in the theory of meaning, a view which states that words 
do not capture the essence of the objects to which they refer.
apes big primates that do not have a tail, mainly great apes – of which the 
extant species are the chimpanzee, the bonobo, the gorilla, and the orang-
utan – and humans.
arbitrariness a feature of most linguistic signs, which describes a lack of 
resemblance between the referent of a sign and its form.
artificial selection a process whereby humans purposefully selectively breed 
animals and plants because of a desired feature.
chromosome a set of aligned genes in a cell with the DNA and structural 
proteins. All cells in most organisms which use sexual reproduction are 
diploid, which means that they contain a pair of chromosomes, each of 
which contains one chromosome from the father and one from the mother.
cognitive science an interdisciplinary science about the mind and cognitive 
processes, which is a combination of brain sciences, psychology, philosophy 
of mind, artificial intelligence, and cognitive linguistics, as well as other 
related disciplines.
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comparative philology (later: historical linguistics) the comparative study 
of languages with the aim of establishing their historical relationship.
compositionality the property of language thanks to which the meaning of 
combined elements (e.g., “a yellow wall”) is the sum of its basic elements 
(“yellow” + “a wall”); idiomaticity is the opposite of compositionality.
conceptualism a view in the theory of meaning which says that linguistic 
meanings refer directly to conceptions.
conventionalism a view in the theory of meaning which says that meanings 
of words result from the conventions of a given language community; con-
ventionalism is often contrasted with realism.
cranium the part of the skull which houses the brain.
creationism a non-scientific view, motivated by religion, which says that 
the universe and life were created by a deity.
differential reproductive success (DRS) the fact that organisms do not repro-
duce at the same pace. Some leave more offspring (or rather, they transmit 
more of their genes, see kin selection) than others. As a result, their genes 
are more and more often represented in the gene pool of a given popula-
tion over the successive generations, leading to the dissemination of the 
phenotypes they encode.
discrete infinity a language trait that allows the combination of discrete 
(separate) elements such as words into an infinite number of new, gram-
matically correct sequences such as sentences.
displacement one of the core features of language; the ability to talk about 
objects, events, etc., distant in time and/or space.
dispute over universals a dispute about general concepts and names refer-
ring to them; the field of the dispute was marked by realistic and nominal-
istic positions.
encephalisation the relation between the size of the brain and body size in 
a given species.
endocast a cast of the inside of the skull showing its internal surface, which, 
to a degree, reflects the size of each of the cortical areas of the brain.
essentialism in the theory of meaning, a view connected with realism which 
says that words capture the essence of the objects they refer to.
eugenics a deliberate change of genotypes in human populations; artifi-
cial selection in humans. Positive eugenics aims to “improve” the genetic 
pool in a human population by favouring the reproduction of people who 
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possess the desired features; negative eugenics serves the same purpose by 
stopping the reproduction, or even by extermination, of the people who 
have undesired features.
exaptation a feature whose contemporary “function” is not the same as 
it used to be in the original version of the feature; e.g. birds’ wings are 
used for flying, but flying was not the original function of these anatomic 
structures that later on developed into wings; wings are therefore an 
exaptation.
exclusivism a stance which says that evolution, especially by natural selec-
tion, does not affect humans, or some of their features.
feral children children who were (partially or completely) deprived of 
socialisation.
fitness an organism’s ability to successfully pass on its genes (= to produce 
offspring). Organisms that are fit have phenotypic features which increase 
their survivability and their chances of producing offspring.
Forbidden Experiment, The (language deprivation experiment) an experi-
ment consisting in depriving children of any language stimulus, the purpose 
of which is to check whether the child left in such conditions would acquire 
language, and if so, to see which language this would be.
gene a unit of heredity which is highly stable; i.e. stable to such a degree 
that an unchanged gene can be inherited over many generations.
gene pool genetic variability in the population, i.e. the set of all alleles in 
all individuals forming a population.
gene's eye view the genocentric concept according to which the best descrip-
tion of evolution can be obtained at the gene level, i.e. treating genes as 
units subject to selection.
genetic determinism an erroneous view which overestimates the role of 
genes in the development of phenotypes.
genetic drift a change in the frequency of existing genes in a population 
resulting from a random event and not selection pressures.
genotype the genetic equipment of a given organism; influences the 
phenotype.
glottogeny , naturalistic speculations on the origins of language (as opposed 
to a more recent, scientific approach to the evolution of language)
gradualism a notion which states that macroevolution takes place gradually, 
slowly, and at a relatively steady pace.
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grammaticalisation a process of historical change in language, whereby 
lexical morphemes (such as verbs or nouns) change into grammatical 
morphemes (e.g., plural or the past tense markers).
great apes orangutans, gorillas, chimpanzees, bonobos and humans. We 
use the word “human” in reference to hominins - H. sapiens and its extinct 
bipedal ancestors.
group selection a natural selection process, in which the selection occurs 
at the level of groups, and not – as in the traditional conception of natural 
selection – at the level of organisms; it is commonly thought to be much 
weaker than selection at the level of genes and individuals.
hominins (earlier: hominids; Latin name: Hominini) H. sapiens and its 
extinct ancestors; we use this name to refer to humans and our bipedal 
ancestors in the genuses Homo, Australopithecus, and other lines that 
separated from the ancestors of chimpanzees; great apes other than 
H. sapiens do not belong to this group.
inclusive fitness an organism’s ability to pass on its genes, not necessarily 
by producing own offspring. By helping organisms which have a similar 
genotype (relatives), the organism helps them to pass their genes, which 
are, for the most part, identical to its own genes – thus it passes on its genes 
“by proxy”.
Intelligent Design a pseudo-scientific approach, very close to creationism, 
which says that the development of life on Earth is propelled by a conscious 
and intelligent supernatural entity, rather than by evolution through nat-
ural selection.
intentionality (1) in psychology, deliberateness: performing actions on pur-
pose, rather than because of some automatic mechanisms;
             (2) in philosophy, “aboutness”, the property of thought to 
be about something, having content, representing something.
lateralisation asymmetric distribution of specialisations between the brain 
hemispheres, which results in one cerebral cortex hemisphere (the left in 
the majority of humans) handling most of the functions connected with 
language.
linguistic relativism the view according to which the use of a particular 
ethnic language has an impact on its user’s conceptualisation of the world.
macroevolution refers to evolutionary changes, mostly to changes that 
are inherently adaptive, which in the long run lead to major phenotypic 
changes, including the emergence of new species.
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meme a unit of cultural evolution: a thought, melody, saying, etc. which can 
be a cultural replicator and whose copies can be transferred and undergo 
cultural evolution.
microevolution relates to small evolutionary changes – in particular, the 
adaptive ones – that occur within a genetic pool in a relatively short time 
perspective.
monogenic hypothesis in relation to the origin of language, the view ac-
cording to which modern languages ​​come from a single original language; 
in reference to the origin of man, the view that all modern people come 
from a single group of common ancestors.
multiregional hypothesis an evolutionary model of anthropogenesis, ac-
cording to which the common ancestors of all modern humans evolved 
about 2 million years ago.
mutation a change in the genetic material caused by an error in DNA tran-
scription. The term usually means heritable mutations that affect the pheno-
type because these are important in evolution. Mutations are random – they 
appear randomly, rather than in response to a current need.
natural selection has two meanings:
  In contrast with sexual selection, it describes the influence of the envi-
ronment (e.g., illnesses, water and food shortages, predation) which 
results in certain organisms dying faster than other organisms of the same  
species.
  In the standard version, it incorporates the influence of the environment 
and sexual selection; whereby organisms pass on more of their genes to the 
next generation than do other organisms of the same species. Thus con-
strued, natural selection results from three necessary conditions: diversity, 
heredity, and differential reproductive success.
neuroimaging technologies allowing researchers to monitor the working 
brain and the activity of its individual areas while performing various types 
of tasks.
neurolinguistics the science of brain processes related to language 
behaviours.
nominalism in the dispute about universals, a position according to 
which general concepts and general terms do not correspond to existing 
entities.
ontogeny the history of individual development – in contrast to phylogeny, 
which is the history of the evolutionary development of the whole species.
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panadaptationism the extreme version of adaptationism, which overestimates 
the role of selection and adaptation, and marginalises the role of other evo-
lutionary and developmental processes in shaping the phenotype.
phenotype all the features of a given organism, both morphological and 
behavioural (appearance, anatomy, behaviour, etc.). Phenotype results from 
the expression of genotype an organism has, as well as the course of its 
ontogeny (the development of an individual).
phylogeny the evolutionary history of a whole species, genus, order, etc., 
measured in thousands and millions of years – as compared with the history 
of an individual organism (ontogeny) which spans over one generation and 
is measured in years.
polygenic hypothesis in relation to the origin of language, the view ac-
cording to which modern languages ​​come from many ancient languages.
polylingualism the phenomenon of the existence of many languages.
population the sum of all organisms belonging to a specific group or species 
that live in the same geographical area and are capable of reproduction.
pre-Adamism the view that before Adam, biblical people already existed, 
the so-called pre-Adamites.
preadaptation a feature whose emergence is a prerequisite for the evolu-
tionary development of another, different feature. For example, in birds, 
feathers created for thermoregulation could be a preadaptation for feathers 
supporting flight. Because preadaptation could erroneously suggest that 
evolution has a goal, this term is often replaced by exaptation.
primatalogy the science of primates.
prosociality behaviour (or, a tendency towards a behaviour)that does not 
take into account only the good of the individual, but also the benefits and 
perspectives of others.
psycholinguistics a science that studies mental processes related to the 
acquisition and use of language.
punctuated equilibrium a model of evolutionary changes in which, after 
long periods of relative stagnation (stasis), adaptive changes occur that 
appear relatively rapid by contrast.
realism in relation to the theory of meaning, the view that linguistic 
meanings refer directly to existing beings; in a dispute about universals, a 
standpoint according to which the existing general concepts have material 
referents.
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recapitulationism a historical view on evolution, currently considered erro-
neous, that “ontogeny recapitulates phylogeny”, meaning that individual 
ontogenetic stages (i.e., during the development of each individual) are a 
reflection and summary of analogous phylogenetic stages, and thus of the 
evolutionary development of the whole genus and species.
reverse engineering the process whereby a complex object or mechanism is 
dismantled to reveal its design; deconstructing (literally or conceptually) a 
finished product to determine how it was made.
saltationism the view that evolutionary change is rapid and so major 
changes can be effected over several generations.
selection pressure any relatively stable aspect of the environment (e.g., the 
activity of a certain type of predator or virus; female preferences in mate 
selection), which affects the reproductive success of organisms, and leads 
to the emergence or amplification of certain features or behaviours (e.g., 
speed, beauty, or resistance to parasites).
semiotic resources all means of conveying meaning, such as speech, writing, 
sign language, but also gesticulation, pantomime, singing, and dance or art.
sexual selection a situation in which organisms which are perceived to be 
more attractive by the opposite sex pass more of their genes on to the next 
generation than other organisms of the same species. In this book, it is 
defined as a sub-type of natural selection.
signification the process of assigning meaning by means of linguistic signs 
or semiotic resources other than language.
social Darwinism an umbrella term for the social, political and economic 
viewpoints which started developing in the 1880s, and which appealed 
to the theory of natural selection and the phrase which Spencer coined, 
“survival of the fittest”. Elements of social Darwinism can be found in 
laissez-faire capitalism, eugenics, imperialism and fascism.
spandrel a feature of an organism, which in itself is not an adaptation, but 
which was created as a by-product of selection for another feature (for 
example, the red colour of blood).
universal Darwinism (alternatively generalised Darwinism or universal 
selection theory) the application of Darwinism to phenomena that go 
beyond biological evolution. Proponents of universal Darwinism formulate 
three conditions of natural selection – diversity, heredity and diversity of 
reproductive success – so that they can be used to study changes occurring 
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in non-biological domains, for example in psychology, economics, culture, 
medicine, linguistics or physics.
veil of language an epistemological view according to which language 
prevents or, in a milder form, makes it difficult to get to know reality.
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