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Foreword

2016 FIRE Book
Research and Experimentation: Past, Present and Future

The design and building on how the future Internet will looks like by 2020-
2025 does not only imply technologist and scientific communities, but the
society in general, it is a multidisciplinary activity where all the professionals
from science, technology, sociology and arts have participation. Mainly
because by doing it in this way there will be more opportunities that the future
Internet will help for promoting more users engagement, addressing important
societal challenges and facilitate companies in finding solutions and activate
business markets.

Building the Future Internet is an important activity that will help to incen-
tive the growth of ecosystems and in this line the research and development
of experimental platforms will strongly benefit this activity. Particulalrly the
future Internet research and experimentation activity looks at the scalability
aspects of the technology and applications, best practices for large-scale
deployments, infrastructure and facilities orchestration, pilots and testbeds
federation alike empirical results.

At the forefront of the future technology and applications for the future
Internet, user-driven experimentation and co-creation models are now driving
the evolution not only of the device technology, Internet virtual infrastruc-
tures and middleware platforms but the Internet of End-to-End applications.
Research and Experimentation must promote the growth of ecosystems that
are supported by the research and development of experimentation platforms
that promote users engagement and facilitate companies in finding solutions,
activate business markets, and address important societal challenges.

The 2016 FIRE book focuses on the role, evolution and importance of
research and experimentation on the Internet of Future based on testbed
facilities and experimentally-driven research. The book presents results of on
going and selected past flagship Future internet Research and Experimentation

XXXI
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(FIRE) projects, and addresses developments both in Europe as well as
international collaboration. Among the themes to be addressed in the book
chapters are the following:

e Results and impact of FIRE facility and experimentally driven research
projects.

e The role of “experimentation” and “experimentally-driven research” in
bringing advances in the Future Internet.

e Evolution of experimental facilities since 2007. From facilities ori-
ented towards networking research and datasets towards addressing new
application domains (e.g. media, education, etc).

e Experimental facilities and experimental research on the future Internet
addressing real-life environments or ecosystems, including humans (e.g.
in smart cities).

e The role of federation and interconnection between testbed facilities to
accommodate a European-wide testbed infrastructure.

e Developments in experimentally driven research and innovation, making
use of the testbed facilities and capabilities for industrial problems.

e International collaboration within FIRE (GENI in the US, Japan, Brazil,
South Africa and other initiatives).

e Impact of FIRE on business and societal innovations. Importance of FIRE
for SMEs research and innovation.

e Sustainability and business models of Future Internet facilities and
facilities covered by other actors and initiatives.

e FIRE outlook and vision 2020, including application domains, collabo-
ration with other initiatives and technology domains (10T, smart Cities,
5G and other).

European experimental facilities are facing up the challenge to evolve towards
a dynamic, sustainable and large-scale not only European but world-wide
infrastructure, connecting and federating existing and next generation testbeds
for emerging technologies. During several years one of the most representa-
tive initiative named Future Internet Research and Experimentation (FIRE),
have focused on offering wide-scale testing and experimentation resources
demanded by competitive research organisations, industry and SMEs alike
to speed up the time-to-market for innovative technologies, services and
solutions. As all in life FIRE, gradually re-defined its original focus on
advanced networking technologies and service paradigms expanding towards
new emerging areas of technological innovation such as Internet of Things, and
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to application domains and user environments such as for networked media
and smart cities. This evolution raised the issue on how European experimental
facilities could further evolve as core resources of an innovation ecosystem
and act as accelerator platform for future Internet research, experimentation
and innovation.

The research and experimentation landscape shaping the Future Internet
is undergoing into a major transformation. Service and application developers
(including SMEs) make use of advanced networking, communication and soft-
ware concepts. Smart City initiatives and technology-intensive domains such
as healthcare, manufacturing, e-government and financial services present new
challenges to such developers. European-wide Initiatives have also emerged
where FIRE’s experimental facilities may bring value added such as advanced
networking (5G PPP), Big Data, Internet of Things and Cyber-Physical
Systems. Traditional boundaries between facility developers, researchers and
experimenters, and end users in vertical application domains start blurring,
giving rise to experimentation and innovation-based platform ecosystems
which bring together a wide range of stakeholders to collaborate on innovation
opportunities driven by Future Internet technologies. Correspondingly the
demands of experimenters and researchers serving those users and developers
are changing, pushing for the development of new types of experimental
facilities and experimentation methods and tools.

In this context the AmpliFIRE project [2], has provided a future vision
concerning the potential of experimental testbed facilities and experimentally
driven research for the coming decade. In this vision, FIRE’s federated
facilities fulfil a key role within the currently evolving innovation ecosystem
for the Future Internet.

2016 has been a year with multiple changes and the Future Internet
Research and Experimentation (FIRE) initiative at the DG Connect experi-
mental facilities unit in the European Commission has not been the exception.
Nevertheless the FIRE initiative with duration now for almost 10 years has
been considered a key initiative within the Horizon 2020 program. Since
the introduction of the FIRE initiative in the EC ICT Work programme FP7
Objective “The Network of the Future” back in 2007-2008, and along the
subsequent programs the FIRE initiative continues being a critical pillar on
the design of the Internet network and services.

The Future Internet Research and Experimentation Initiative addresses
the evolutionary expectations that are being put upon the current Internet,
by focusing on providing a research environment for investigating and



XXXiv  Foreword

experimentally validating highly innovative and revolutionary ideas with a
vision on user acceptance and industrial market impact. In December 2015
at the 39 edition of the FIRE Forum it was discussed the objective to
create awareness about the evolution towards supporting a third dimension
in FIRE and define the possible roadmap towards the innovation, by means of
more open services interactions, interoperability, secure methods and mobile
integrated services, user acceptance and validation while increasing Internet
network capacity and preserving quality of networking services across FIRE
facilities.

The other two related dimensions of FIRE? are: on one hand, “promotion
of experimentally-driven long-term, visionary research on new paradigms and
networking concepts and architectures for the future Internet” (Experimenta-
tion); and on the other hand, “building a large-scale experimentation facility
supporting both medium- and long-term research on networks and services by
gradually federating existing and new testbeds for emerging or future Inter-
net technologies” including the emergent technologies, new paradigms and
methodologies, to cope with the networks, services and applications demands
in today’s more integrated Internet of everything, virtualized networks and
open information systems.

FIRE is now in a continuous evolution of the testbeds and facilities
ecosystem, towards the achievement of the Horizon 2020 vision and beyond
into the next Framework Programme and comprises the latest generation of
FIRE resources and projects, which started with the H2020-1CT-2014 Call.

FIRE in its evolution is addressing the emergent technologies, paradigms
and methodologies, to cope with networks, services and applications users
demands & validation in today’s more integrated experimentation as a service
experience. Experimentation drives the evolution not only of the device
technology, infrastructure and platforms but the Internet of End to End
applications. Experimentation must promote the growth of ecosystems that
are supported by the research and development of experimentation platforms
that promote users engagement and facilitate companies in finding solutions,
activate business markets, and address important societal challenges.

The 2016 FIRE Book Editors’ team acknowledge the great efforts and
contributions from the FIRE community and is proud and happy to bring to
you this book.

lFuture Internet Research and Experimentation: The FIRE Initiative DOI
10.1145/1273445.1273460
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1.1 Evolution of Experimentation Facilities into Open
Innovation Ecosystems for the Future Internet

There have been considerable changes in FIRE as a consequence of the
evolving vision and the needs and interests of the industrial and scientific
communities. Originally established from a core of networking testbeds
and aimed at investigating fundamental issues of networking infrastructure,
FIRE’s mission has changed to deliver widely reusable facilities for the Future
Internet community, resulting in the current emphasis on federation. Figure 1.1
provides an overview of representative testbeds that forms the European
federated ecosystem.

New domains are coalescing within Future Networks, such as the Internet
of Things, Internet of Services, Cyber-Physical Systems, Big Data and other
areas, giving rise to new research and innovation challenges and demands to
experimentation facilities. Interactions with communities such as Smart Cities,
Cloud computing and Internet of Things already brought new perspectives into
FIRE’s portfolio. To some extent this is visible in the new Work Programme
2016-2017, in particular in relation to Internet of Things, where FIRE
testbeds are considered to support technology validation before deployment
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in field trials. AmpliFIRE identifies several key trends, such as the integration
of a broad range of systems (cloud services, wireless sensor networks,
content platforms, and mobile users) within Future Internet systems in large-
scale, highly heterogeneous systems, to support increasingly connected and
networked applications. This new emphasis calls for looser forms of federation
of cross domain resources.

Whereas FIRE has become meaningful in the context of the Future Internet
and its research community, FIRE also increasingly addresses the demand
side of experimentation, the need to engage users and to support innovation
processes. This way FIRE’s evolution must find a balance between coherence
and fragmentation in shaping the relation between facility building projects
and research and experimentation — and increasingly innovation — projects. In
this respect a specific development is how FIRE is increasingly shaped by new,
flexible demand-oriented instruments such as Open Calls and Open Access,
which demonstrates how customer “pull” is increasingly supplementing and
balancing technology “push.”

As experimenter needs and requirements are becoming more demanding,
expectations are rising as regards how FIRE should anticipate the needs and
requirements from SMEs, industry, Smart Cities, and from other initiatives
in the scope of Future Internet such as Internet of Things and 5G. New types
of service concepts for example Experimentation-as-a-Service aim at making
experimentation more simple, efficient, reliable, repeatable and easier to use.
These new concepts affect the methods and tools, the channels for offering
services to new categories of users, and the collaborations to be established
with infrastructure and service partners to deliver the services.

Thus it is expected that experimentation will increasingly be shaped by
demand-pull factors in the period 2015-2020. These user demands will be
based on four main trends:

e The Internet of Things: a global, connected network of product tags,
sensors, actuators, and mobile devices that interact to form complex
pervasive systems that autonomously pursue shared goals without direct
user input. A typical application of this trend is automated retail stock
control systems.

e The Internet of Services: internet/scaled service-oriented computing,
such as cloud software (Software as a Service) or platforms (Platform as
a Service).

e The Internet of Information: sharing all types of media, data and content
across the Internet in ever increasing amounts and combining data to
generate new content.
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e The Internet of People: people to people networking, where users
will become the centre of Internet technology—indeed the boundaries
between systems and users will become increasingly blurred.

In order to contribute to these four fast moving areas, the FIRE ecosystem
must grow in its technical capabilities. New networking protocols must be
introduced and managed, both at the physical layer where every higher wire-
less bandwidth technologies are being offered, and in the software interfaces,
which SDN (Software defined Networks) is opening up. Handling data at
medium (giga to tera) to large (petabyte) scale is becoming a critical part
of the applications that impact people’s lives. Mining such data, combining
information from separated archives, filtering and transmitting efficiently are
key steps in modern applications, and the Internet testbeds of this decade will
be used to develop and explore these tools.

Future Internet systems will integrate a broad range of systems such
as cloud services, sensor networks and content platforms into large-scale
heterogeneous systems-of-systems. There is a growing need for integration,
for example integration of multi-purpose multi-application wireless sensor
networks with large-scale data-processing, analysis, modelling and visualisa-
tion along with the integration of next generation human-computer interaction
methods. This will lead to complex large-scale networked systems that inte-
grate the four pillars: things, people, content and services. Common research
themes include scalability solutions, interoperability, new software and service
engineering methods, optimisation, energy-awareness and security, privacy
and trust solutions. To validate the research themes, federated experimented
facilities are required that are large-scale and highly heterogeneous. Testbeds
that bridge the gap between infrastructure, applications and users and allow
exploring the potential of large-scale systems which are built upon advanced
networks, with real users and in realistic environments will be of considerable
value. This will also require the development of new methodological perspec-
tives for experimentation facilities, including how to experiment and innovate
in a framework of collaboration among researchers, developers and users in
real-life environments.

As we emphasize a focus on “complex smart systems of networked
infrastructures and applications” within the experimentation, the unique and
most valuable contribution of experimental facilities should be to “bridge”
and “accelerate”: create the testing, experimenting and innovation environ-
ment which enables linking networking research to business and societal
impact. Testbeds and experiments are tools to address research and innovation
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in “complex smart systems”, in different environments such as cities,
manufacturing industry and data-intensive services sectors. In this way,
experimentation widens its primary focus from testing and experimenting,
building the facilities, tools and environments towards closing the gap from
experiment to innovation for users and markets.

1.2 Support, Continuity and Sustainability: The NITOS
Testbed Example

1.2.1 NITOS Future Internet Facility Overview

University of Thessaly operates NITOS Future Internet Facility [http:/nitlab.
inf.uth.gr/NITlab/index.php/nitos.html], which is an integrated facility with
heterogeneous testbeds that focuses on supporting experimentation-based
research in the area of wired and wireless networks. NITOS is remotely
accessible and open to the research community 24/7. It has been used from
hundreds of experimenters all over the world.

The main experimental components of NITOS are:

e A wireless experimentation testbed, which consists of 100 powerful
nodes (some of them mobile), that feature multiple wireless interfaces and
allow for experimentation with heterogeneous (Wi-Fi, WiMAX, LTE,
Bluetooth) wireless technologies.

e A Cloud infrastructure, which consists of 7 HP blade servers and 2
rack-mounted ones providing 272 CPU cores, 800 Gb of Ram and 22 TB
of storage capacity, in total. The network connectivity is established via
the usage of an HP 5400 series modular Openflow switch, which provides
10 Gb Ethernet connectivity amongst the cluster’s modules and 1 Gb
amongst the cluster and GEANT.

e A wireless sensor network testbed, consisting of a controllable testbed
deployed in UTH’s offices, a city-scale sensor network deployed in
\olos city and a city-scale mobile sensing infrastructure that relies on
bicycles of volunteer users. All sensor platforms are custom, developed
by UTH, supporting Arduino firmware and exploiting several wireless
technologies for communication (ZigBee, Wi-Fi, LTE, Bluetooth, IR).

e A Software Defined Radio (SDR) testbed that consists of Universal
Software Radio Peripheral (USRP) devices attached to the NITOS wire-
less nodes. USRPs allow the researcher to program a number of physical
layer features (e.g. modulation), thereby enabling dedicated PHY layer
or cross-layer research.
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e ASoftware Defined Networking (SDN) testbed that consists of multiple
OpenFlow technology enabled switches, connected to the NITOS nodes,
thus enabling experimentation with switching and routing networking
protocols. Experimentation using the OpenFlow technology can be com-
bined with the wireless networking one, hence enabling the construction
of more heterogeneous experimental scenarios (Figure 1.2).

The testbed is based on open-source software that allows the design and imple-
mentation of new algorithms, enabling new functionalities on the existing
hardware. The control and management of the testbed is done using the cOntrol
and Management Framework (OMF) open-source software. NITOS supports
evaluation of protocols and applications under real world settings and is also
designed to achieve reproducibility of experimentation.

1.2.2 NITOS Evolution and Growth

The NITOS Future Internet facility has been developed and constantly
expanded through the participation in several EU-funded FIRE projects.
During these projects, the testbed has been enhanced with diverse hardware
and software components, aiming to provide cutting-edge experimentation
services to the research community, in an open-access scheme and remotely
accessible, as well as augmented with user friendly orchestration of experi-
ments. Below, we provide a brief overview of the key projects that assisted in
the NITOS development.

OneLab2 (https://onelab.eu/) started in 2008, was the FIRE project
that laid the foundations of the NITOS experimental facility. OneLab2

Figure 1.2 The NITOS Indoor deployment.
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has developed one of the first pan-European experimental facilities, offering
experimentation services involving both wired and wireless resources. During
the project, the first tools for provisioning testbeds and conducting exper-
iments were realized. Through OneLab2, NITOS was initially developed,
operating with a small number of nodes, offering experimentation services
involving open source WiFi networks and adopting the state-of-the-art OMF
framework.

Following OnelLab2, OpenLab (http://www.ict-openlab.eu) was one of
the first projects to address testbed federation for both the control and
experimental plane. By control we mean the way that the testbed resources
are represented, reserved, provisioned and accessed, whereas by experimental
we refer to conducting experiments over the testbeds. During OpenLab,
NITOS testbed was extended with a large number of nodes and first steps
towards federation were taken. In addition a WiMAX macroscale base station
was installed, along with the respective end-clients, and a commercial LTE
network was provisioned. Tools for enabling experimentation with a plethora
of different components were implementing, by extending the OMF frame-
work to support Wi-Fi, Wired, WiMAX and Software Defined Radio (SDR)
components.

In FIBRE (http://www.fibre-ict.eu/) project, the first results of federation
in Europe were extended in order to also cover Brazil. Moreover, focus was
placed on Software Defined Networking (SDN), and its integration in the
existing testbeds. Through FIBRE, NITOS was extended with OpenFlow
enabled switches, and the extensions in the respective control and management
tools for supporting them. In FIBRE, NITOS was one of the key European
facilities, and following its paradigm, NITOS-like testbeds were installed at
six different brazilian sites.

CONTENT was a project that investigated the integration and conver-
gence of wireless resources, along with SDN-enabled wired and optical
networks. During the project, NITOS was the key testbed where all the
developments took place, and was extended with advanced frameworks for
the configuration and management of the wireless resources. Aspects such as
end-to-end network slicing, including both optical and wireless resources were
examined, as well as network virtualization of the LTE and WiFi resources of
the testbed.

NITOS is also one of the core wireless testbeds participating in the
Fed4FIRE (http://www.fed4fire.eu/) project. NITOS has been developing for
the project software dealing with the control plane federation of the testbeds
(NITOS Broker), easing and unifying the federation of any NITOS-like testbed
in Fed4FIRE.
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In CREW (http://www.crew-project.eu/) NITOS testbed was extended
with USRP devices for Software Defined Radio related research, whereas
energy monitoring devices, with very high resolution were developed and
installed at the testbed. These devices are able to measure the energy spent in
the wireless transmissions in even a per packet basis, thus rendering them a
valuable tool for energy minimization experimentally driven research.

In SmartFIRE (http://eukorea-fire.eu/) federation with South Korea was
addressed. The project was coordinated by the NITOS team, and developed
all the extensions in the testbed control and management frameworks that ease
the federation of Korean testbed sites. The testbed was further expanded in
terms of equipment, increasing the SDN capabilities and experiments that can
be conducted.

Through the participation in XIFI (https:/fi-xifi.eu/), NITOS was
extended significantly with the integration of Cloud infrastructure in the
testbed. The Cloud system is interconnected with the experimental resources
of the testbed, thus enabling meaningful experiments including multiple
technologies using Cloud processing and storage capabilities. Although the
tools managing the Cloud infrastructure differed from the ones developed
through FIRE projects, the NITOS team developed the appropriate drivers for
their intercommunication.

Finally through FLEX (http://flex-project.eu) project, the testbed has
been extended with commercial and open-source LTE infrastructure. NITOS
team is coordinating the project, and is leading the development in all
the control and management software for the LTE testbed components, as
well as the uncontrolled and emulated mobility toolkits that are offered to
experimenters.

After the completion of the aforementioned projects, NITOS has evolved
into a truly heterogeneous Future Internet Facility providing a strong set of
tools and hardware for experimental research. The tools that NITOS is offering
are going beyond the existing 4G research and towards 5G, as the testbed
is highly modular and can be tailored for supporting a very diverse set of
experiments.

1.2.3 Facilitating User’s Experience

The expertise of NITOS team on supporting experimenters, gained from the
long experience on maintaining and managing the NITOS facility from 2008,
led to the design and development of various tools and frameworks aiming at
proactively assisting them and addressing possible issues before they arise.
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Examples of such tools that have been designed, developed and
extended in the context of the aforementioned EU-funded projects are
the NITOS Portal (http://nitos.inf.uth.gr), the NITOS Documentation portal
(http://nitlab.inf.uth.gr/doc/) and the NITOS Broker, which all targeted in
operating, controling, managing and federating the facility to the most possible
unobstructed way.

NITOS Portal

The NITOS Portal is the entry point for experimentation in NITOS Facility
providing a wide range of web-based tools for discovering, reserving, con-
trolling and monitoring testbed resources, including but not limited to the
Scheduler, the Node Status tool, the Testbed Status tool, the Distance tool and
the Spectrum Monitoring tool (Figure 1.3).

The Scheduler is a web-based tool that allows experimenters to discover
and reserve resources from the testbed in order to conduct their experiments.
Through this tool, experimenters are able to observe nodes’ characteristics,
filter them and finally reserve them based on their availability on time. They
are also able to observe their current or future reservations in NITOS, in order
to edit or cancel them. The Node Status tool allows a user to monitor and
control the status (turn on/off and reset) of his/her reserved nodes and the
Distance tool allows him/her to find out the physical distance between the
nodes of the testbed. Finally the Testbed Status tool reports the functional
state of each node of the three NITOS deployments together with their
characteristics.

NITOS Documentation

NITOS provides a wide variety of use cases and tutorials online, on
the Documentation portal of NITOS facility (http://nitlab.inf.uth.gr/doc).
There is a basic tutorial with simple but detailed enough documentation,
in order for every novice user to easily manage and configure NITOS
resources and setup an experiment. In addition, for each of the spe-
cific testbeds that NITOS provides, for example the WiMAX or the LTE
testbeds, there is a separate tutorial which guides users to the whole
experimentation procedure. From the reservation of the proper resources
to the configuration of them and the execution of the experiment. Finally,
video tutorials can be found in the official YouTube channel of NIT-
lab (https://www.youtube.com/channel/lUCPfbZTgTk5gapcJoF85DI-w) for
facilitating users during the experimentation process.
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Figure 1.3 The NITOS testbed portal.
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OMF Extensions

As mentioned before, the integration of a hardware extension in NITOS was
constantly followed by the integration of this hardware to the control and
management framework, namely the OMF [http://mytestbed.net/]. This way,
all the heterogeneous hardware components were controllable through a single
OMF script, enabling NITOS to effortlessly control every component, as well
as combine diverse resources and design advanced experiment topologies.

In addition, the trend for the federation of experimental facilities in recent
years, led to the design and implementation of the Broker entity [1] whichisan
OMF component responsible for controlling, managing and exposing properly
the testbed’s resources. It features all the necessary interfaces (XML-RPC,
REST, FRCP [2], XMPP) for the federation of an OMF testbed with other
heterogeneous facilities under the scope of SFA [3].

1.2.4 Exploitation of NITOS and Users Statistics

The NITOS facility attracts a large amount of research experimenters from all
over the world, with a significant part coming from Industry and SMEs. More
particular:

e Approximately 25% of the NITOS usage comes from Industry/SME.
e Approximately 75% of the NITOS usage comes from research institu-
tions.

The distribution of the visitors based on their country is indicated in the
following Figure 1.4:

Around 55% of the users are from EU countries, namely France, UK,
Spain, Germany, Belgium, Italy and Greece, while 20% of them come from
countries like US, Brazil, Australia, India, China, South Korea and Canada.
Currently, NITOS counts around 500 subscribed experimenters who use the
testbed in a daily basis.

Federation

The number of the NITOS users and the reservations for resources experienced
significant increase upon the addition of the testbed in several federations,
like OneLab [https://onelab.eu/] or the Fed4FIRE [http://www.fed4fire.eu/].
Currently NITOS is federated with facilities all over the world, including all
the major EU facilities and testbeds in Brazil, South Koreaand USA, providing
heterogeneous resources to its users. This way, experimenters are able to form
large-scale topologies including diverse resources, spanning from wireless
nodes to OpenFlow switches, mobile robots, sensors and 4G equipment.
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Figure 1.4 NITOS distribution in EUROPE.

Education

NITOS is deployed in Volos, Greece and specifically in University of Thessaly,
thus it has very strong bonds with the University’s community. During each
semester, at least one course of the University is using NITOS. Students are
conducting experiments using real resources, which enhance their overall
knowledge on state-of-the-art wireless and wired network technologies and
enables them to study and identify practical problems and solutions. In
addition, NITOS is being frequently used in semester courses of the NYU
Polytechnic School of Engineering.

Moreover towards the familiarization of the students with the testbed,
Students Labs and “NITOS days” are often organized in the context of courses.
These courses introduce NITOS portal and NITOS testbed to the participants,
aswell as other EU facilities and federations like OneLab, encouraging themto
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create accounts and use them for experimentation. Finally, there is a variety of
master thesis and PhD dissertations that take advantage of the testbed, publish
experimental results and disseminate experimentation-driven research.

1.2.5 References

[1] D. Stavropoulos, A. Dadoukis, T. Rakotoarivelo, M. Ott, T. Korakis and
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[2] W. Vandenberghe, B. Vermeulen, P. Demeester, A. Willner, S. Papavas-
siliou, A. Gavras, M. Sioutis et al. “Architecture for the heterogeneous
federation of future internet experimentation facilities.” In Future Net-
work and Mobile Summit (FutureNetworkSummit), 2013, pp. 1-11.
IEEE, 2013.

[3] Peterson, L., R. Ricci, A. Falk, and J. Chase. “Slice-based federation
architecture (SFA)” Working draft, version 2 (2010).

1.3 Experimentation: Vision and Roadmap

In Europe there are several initiatives that seek into the Future for estab-
lishing an ecosystem for Experimentation and Innovation. FIRE (Future
Internet Research and Experimentation) seeks a synergetic and value adding
relationships with infrastructures and stakeholders. GEANT/NRENSs and the
FI-PPP initiatives related to Internet of Things and Smart Cities seek for the
interactions with large deployments and big number of users. EIT Digital,
the new 5G-PPP and Big Data PPP initiatives and the evolving area of
Cyber-Physical Systems aims for defining ecosystems for large deployments.
For the future, it is foreseen a layered Future Internet infrastructural and
service provision model, where a diversity of actors gather together and
ensure interoperability for their resources and services such as provision
of connectivity, access to testbed and experimentation facilities, offering of
research and experimentation services, business support services and more.
Bottom-up experimentation resources are part of this, such as crowd sourced
or citizen/community-provided resources. Each layer is transparent and offers
interoperability. Research networks (NRENSs) and GEANT are providing the
backbone networks and connectivity to be used by FIRE facilities and facilities
offered by other providers.
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European testbeds ecosystem core objective is to provide and maintain
sustainable, common facilities for Future Internet research and experimen-
tation, and to provide customized experimentation and research services. In
addition, given the relevance of experimentation resources for innovation,
and given the potential value and synergies that experimentation facilities
offers to other initiatives, testbeds assume a role in supporting experimentally-
driven research and innovation of technological systems. For this to become
reality FIRE and other initiatives related to the Future Internet, such as 5G,
should ensure sharing and reusing experimentation resources. FIRE should
also consider opening up to (other) public and private networks, providing
customized facilities and services to a wide range of users and initiatives
in both public and private spheres. Specifically FIRE’s core activity and
longer term orientation requires the ability to modernize and innovate the
experimental infrastructure and service orientation for today’s and tomorrow’s
innovation demands. Really innovative contributions may come from smaller,
more aggressive and riskier projects. Large-scale EC initiatives such as the
5G PPP, Big Data PPP and regarding the Internet of Things should have an
influence on their selection and justification. Early engagement and dialogue
among concerned communities is essential to accomplish this goal.

1.3.1 Envisioning Evolution of Experimentation Facilities
into the Future

For setting out a transition path from the current FIRE facilities towards
FIRE’s role within a “Future Internet Ecosystem”, four alternatives for future
development patterns which equally represents the spectrum of forces acting
upon FIRE’s evolution have been defined:

e Competitive Testbed as a Service: set of individually competing
testbeds offering their facilities as a pay-per-use service.

e Industrial cooperative: become a resource where experimental infras-
tructures (testbeds) and Future Internet services are offered by co-
operating commercial and non-commercial stakeholders.

e Social Innovation ecosystem: A collection of heterogeneous, dynamic
and flexible resources offering a broad range of facilities e.g. service-
based infrastructures, network infrastructure, Smart City testbeds, sup-
port to user centred living labs, and other.

e Resource sharing collaboration: federated infrastructures provide the
next generation of testbeds, integrating different types of infrastructures
within a common architecture.
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These future scenarios aim at stretching our thinking about how experimenta-
tion must choose its operating points and desired evolution in relation to such
forces. Simplifying the argument, Experimentation evolution proceeds along
two dimensions.

One dimension ranges from a coherent, integrated portfolio of activities
on the one side to individual independent projects (the traditional situation),
selected solely for their scientific and engineering excellence, on the other. A
second dimension reflects both the scale of funded projects and the size of the
customer or end-user set that future projects will reach out to and be visible
to, ranging from single entities to community initiatives.

Some particular lines of FIRE’s future evolution can be sketched as
follows in Figure 1.5. In the short term, FIRE’s mission and unique value
is to offer an efficient and effective federated platform of facilities as a
common research and experimentation infrastructure related to the Future
Internet that delivers innovative and customized experimentation capabilities
and services not achievable in the commercial market. FIRE should expand
its facility offers to a wider spectrum of technological innovations in EC
programmes e.g. in relation to smart cyber-physical systems, smart networks
and Internet architectures, advanced cloud infrastructure and services, 5G
network infrastructure for the Future Internet, Internet of Things and platforms
for connected smart objects. In this role, FIRE delivers experimental testing
facilities and services at low cost, based upon federation, expertise and tool
sharing, and offers all necessary expertise and services for experimentation
on the Future Internet part of Horizon 2020 (Figure 1.5).

For the medium term, around 2018, FIRE’s mission and added value is to
support the Future Internet ecosystem in building, expanding and continuously
innovating the testing and experimenting facilities and tools for Future Internet
technological innovation. FIRE continuously includes novel cutting-edge
facilities into this federation to expand its service portfolio targeting a range
of customer needs in areas of technological innovation based on the Future
Internet. FIRE assumes a key role in offering facilities and services for
5G. In addition FIRE deepens its role in experimentally-driven research and
innovation for smart cyber-physical systems, cloud-based systems, and Big
Data. This way FIRE could also support technological innovation in key
sectors such as smart manufacturing and Smart Cities. FIRE will also include
“opportunistic” experimentation resources, e.g. crowd sourced or citizen- or
community-provided resources.

In this time frame, FIRE establishes cutting-edge networked media and
possibly Big Data facilities relevant to research and technology demands
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Figure 1.5 FIRE evolution longer term vision 2020.

to support industry and support the solving of societal challenges. Federa-
tion activities to support the operation of cross-facility experimentation are
continued. A follow-up activity of Fed4FIRE is needed which also facili-
tates coordinated open calls for cross-FIRE experimentation using multiple
testbeds. Additionally, a broker service is provided to attract new experi-
menters and support SMESs. This period ensures that openly accessible FIRE
federations are aligned with 5G architectures that simplify cross-domain
experimentation. Second, via the increased amount of resources dedicated to
Open Calls, FIRE will create an Accelerator functionality to support product
and service innovation of start-ups and SMEs. For this, FIRE will establish
cooperation models with regional players and other initiatives. FIRE continues
to implement professional practices and establishes a legal entity which can
engage in contracts with other players and supports pay per use usage of
testbeds.

For the longer term, by 2020, our expectation is that Internet infrastruc-
tures, services and applications form the backbone of connected regional and
urban innovation ecosystems. People, SMEs and organisations collaborate
seamlessly across borders to experiment on novel technologies, services and
business models to boost entrepreneurship and new ways of value creation.
In this context, FIRE’s mission is to become the research, development and
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innovation environment, or “accelerator”, within Europe’s Future Internet
innovation ecosystem, providing the facilities for research, early testing and
experimentation for technological innovation based on the Future Internet.
FIRE in cooperation with other initiatives drives research and innovation
cycles for advanced Internet technologies that enable business and societal
innovations and the creation of new business helping entrepreneurs to take
novel ideas closer to market.

In this timeframe it is envisaged that FIRE continues to add new resources
that match advanced experimenter demands (5G, large-scale data oriented
testbeds, large-scale Internet of Things testbeds, cyber-physical systems) and
offers services based on Experimentation-as-a-service. The services evolve
towards experiment-driven innovation. More and more FIRE focuses on the
application domain of innovative large-scale smart systems. Implementing
secure and trustworthy services becomes a key priority, also to attract industrial
users. Responsive SME-tailored open calls are implemented, to attract SMEs.
FIRE continues the accelerator activity by providing dedicated start-up accel-
erator funding. FIRE also takes new steps towards (partial) sustainability by
experimenting with new funding models. Sustainable facilities are supported
with continued minimum funding after project lifetime. FIRE community
has achieved a high level of professional operation. FIRE contributes to
establishing a network of Future Internet initiatives which works towards
sharing resources, services, tools and knowledge and which is supported by
the involved Commission Units.

Around 2020, FIRE thus may have evolved towards a core infrastructure
for Europe’s open lab for Future Internet research, development and innovation
and FIRE has evolved into a technology accelerator within Europe’s innova-
tion ecosystem for the Future Internet. Clearly this implies that FIRE should
achieve a considerable level of sustainability, possibly as (part of) the core
infrastructure of a thriving platform ecosystem which creates technological
innovations addressing business and societal challenges.

In summary, some of the key strategic objectives for FIRE proposed by
AmpliFIRE are the following:

e For 2016: to increase its relevance and impact primarily for European
wide technology research, but also to increase its global relevance.

e For 2018: to create substantial business and societal impact through
addressing technological innovations related to societal challenges. To
become a sustainable and open federation that allows experimentation
on highly integrated Future Internet technologies; supporting networking
and cloud pillars of the Net Futures community.
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e For2020: to become aresearch, development and innovation space that is
attractive to both academic researchers, SME technology developers and
industrial R&D companies, with emphasis on key European initiatives
such as 5G, Big Data, Internet of Things and Cyber-Physical Systems
domains.

1.3.2 Vision and Opportunities of OMA LwM2M/oneM2M
and Its Role in the Monitoring and Deployment
of Large Scale Unmanned Networks

OMA LwM2M improves existing functionality for device management and
brings new features for the resource management tool through the provisioning
of a standardized resources description based on OMA Objects. Homard
platform acts as a horizontal application to enable the device management
tool with the capabilities for remote firmware upgrade, remote maintenance,
standard interface for subscription to events/data, access to statistics regarding
communications/performance/status/devices health etc., and finally a stan-
dards description for the metadata of the nodes/devices (manufacturer, version,
security, firmware etc.).

OMA LwM2M is a very relevant standard based on the experience and
knowledge from the most validated and extended protocol for device man-
agement (firmware upgrade over the air, remote monitoring, remote reboot,
maintenance etc.). In details, the operations offered by the device management
platform Homard using OMA LwM2M protocol are:

e Software Management: enabling the installation, removal of applica-
tions, and retrieval of the inventory of software components already
installed on the device and the most relevant firmware upgrade over
the air.

e Diagnostics and Monitoring: enabling remote diagnostic and stan-
dardized object for the collection of the memory status, battery status,
radio measures, QoS parameters, peripheral status and other relevant
parameters for remote monitoring.

e Connectivity and security: allowing the configuration of bearers (WiFi,
Bluetooth, cellular connectivity), proxies, list of authorized servers for
remote firmware upgrade and also all the relevant parameters for enabling
secure communication.

e Device Capabilities: allowing to the Management Authority to remotely
enable and disable device peripherals like cameras, Bluetooth, USB,
sensors (ultrasound, temperature, humidity, etc.) and other relevant
peripherals from the nodes.
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e Lock and Wipe: allowing to remotely lock and/or wipe the device, for
instance when the device is lost (relevant for devices in open ocean, air
etc.), or when the devices are stolen or sold. It enables the remote erase
of personal/enterprise data when they are compromised.

e Management Policy: allowing the deployment on the device of policies
which the client (node, device, sensor) can execute and enforce indepen-
dently under some specific conditions, i.e., if some events happen, then
perform some operations.

In addition to the functionalities, OMA LwM2M defines the semantics for the
management objects. These objects have been defined with other standards
organizations such as oneM2M and IPSO Alliance, which cooperate with
OMAto avoid fragmentation and duplication that enables the semantic integra-
tion with the Management Objects. OMA LWM2M provides service providers
with a secure, scalable, application-independent 10T control platform that
provides control and security across multiple industries.

Thereby, this extension will also enable the integration into other initiatives
such as oneM2M?, which is the major initiative being led by ETSI and all the
members from 3 GPP to enable aworldwide architecture for Internet of Things.
Ithasaspecial focus on Semantic Web and interoperability. Therefore, Homard
via the integration of OMA LwM2M support and oneM2M interworking will
enable the openness of the platform towards possible future expansion through
the integration with other loT-based testbed infrastructures.

In addition, OMA LwM2M promotes the integration of a wide range of
10T enabled with OMA LwM2M for standardized management and data mod-
elling based on Web Objects. OMA LwM2M and IPSO Alliance/OMA Web
objects provide the capabilities for remote management and cloud computing
integration. In addition, the OMA LwM2M clients are being supported in C
and Java for integrating other sensors/nodes.

It is well known that there are an important number of loT protocols
with different adoption rate competing in the market as a consequence of
the diversity of application domains in combination with the continuously
increasing number of devices. In this direction, oneM2M is an open standard
that is based on the collection of the practices from the state of the art
in a common framework rather than the introduction of new approaches. In
this way, oneM2M is gradually covering interoperability gaps and addresses

1OMALwM2M isa key component from oneM2M [6, 7], itis the official device management
component for oneM2M and it enablers interworking of the devices with oneM2M-based
architectures.
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pending difficulties using the global experience of 10T technologies. Lead by
ETSI and the other SDOs such as ARIB, ATIS, CCSA, TIA, TTAand TTC,
the oneM2M standard is totally coherent and has integrated outcomes from
IETF, IPSO Alliance, IEEE, W3C and OMA, presenting a strong acceptability
and maturity. oneM2M provides a well-defined service layer architecture as
well as specifications for integrating existing loT-specific technologies and
standards such as CoAP, MQTT and OMA LWM2M.

1.3.3 Large Deployments with Low-power, Long-range, Low-cost

Internet of Things (10T) devices are typically envisioned as the fundamental
building blocks in a large variety of smart digital ecosystems: smart cities,
smart agriculture, logistics&transportation...to name a few. However, the
deployment of such devices in a large scale is still held back by technical
challenges such as short communication distances. Using the traditional telco
mobile communication infrastructure is still very expensive (e.g. GSM/GPRS,
3G/4G) and not energy efficient for autonomous devices that must run on
battery for months. During the last decade, low-power but short-range radio
such as IEEE 802.15.4 radio have been considered by the WSN community
with multi-hop routing to overcome the limited transmission range. While such
short-range communications can eventually be realized on smart cities infra-
structures where high node density with powering facility can be achieved, it
can hardly be generalized for the large majority of surveillance applications
that need to be deployed in isolated or rural environments.

Future 5G standards do have the loT orientation but these technologies
and standards are not ready yet while the demand is already high. Therefore,
and independently from the mobile telecom industry, recent modulation
techniques are developed to achieve much longer transmission distances to a
gateway without relay nodes to reduce the deployment cost and complexity.
Rapidly adopted by many Machine-to-Machine (M2M) and 10T actors the
concept of Low-Power Wide Area Networks (LPWAN), operating at much
lower bandwidth, is gaining incredible interest. In addition, from a business
perspective, the entry threshold for companies is much smaller with LPWAN
than with traditional cellular technologies.

Some LPWAN technologies such as Sigfox™ are still operator-based.
However, other technologies such as LoRa™ proposed by Semtech radio
manufacturer can be privately deployed and used. Although direct com-
munications between devices are possible with some technologies, most of
loT applications follow the gateway-centric approach with mainly uplink



1.3 Experimentation: Vision and Roadmap 23

traffic patterns. In the typical architecture for public large-scale LPWAN, data
captured by end-devices are sent to gateways that will push data to well-
identified network servers, see Figure 1.6. Then application servers managed
by end-users could retrieve data from the network server. If encryption is used
for confidentiality, the application server can be the place where data could be
decrypted and presented to end-users.

The advantages of long-range transmission comes at the cost of stricter
legal regulations as most of them operate in the sub-GHz, unlicensed bands (for
both increased coverage and flexibility). In Europe, electromagnetic transmis-
sions in the 863—-870 MHz band used by Semtech’s LoRa technology falls into
the Short Range Devices (SRD) category. The ETSI EN300-220-1 document
[1]\cite{etsi-EN300-220-1} specifies for Europe various requirements for
SRD devices, especially those on radio activity. Basically, a transmitter is
constrained to 1% duty-cycle (i.e. 36 s/hour) in the general case. This duty
cycle limit applies to the total transmission time (referred to as time-on-air
or air-time), even if the transmitter can change to another channel. In most
cases, however, the 36 s duty-cycle is largely enough to satisfy communication
needs of deployed applications. Note that this duty-cycle limitation approach
is also adopted in China in the 779-787 MHz Band. US regulations in the
902-928 MHz Band do not directly specify duty-cycle but rather a maximum
transmission time per packet with frequency hopping requirements.

1.3.3.1 LoRa technology

Although SigFox technology can have longer range than LoRa (40 kms
have been reported for Sigfox while LoRa is typically in the range of 10 to
20 kms) when taking deployment flexibility into account, LoRa technology,

Figure 1.6
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which can be privately deployed in a given area without any operator, has a
clear advantage over Sigfox which coverage is entirely operator-managed.

Semtech’s LoRa (LOng-RAnNge) technology [2, 3]\cite{semtech-lora,
Goursaud15} belongs to the spread spectrum approaches where data can be
“spreaded” in both frequencies and time to increase robustness and range
by increasing the receiver’s sensitivity, which can be as low as —137 dBm
in 868 MHz band or —148 dBm in the 433 MHz band. Throughput and
range depend on the 3 main LoRa parameters: BW, CR and SF. BW is
the physical bandwidth for RF modulation (e.g. 125 kHz). Larger signal
bandwidth (currently up to 500 kHz) allows for higher effective data rate,
thus reducing transmission time at the expense of reduced sensitivity. CR, the
coding rate for forward error detection and correction. Such coding incurs a
transmission overhead and the lower the coding rate, the higher the coding
rate overhead ratio, e.g. with coding_rate = 4/(4+CR), the overhead ratio is
1.25 for CR =1 which is the minimum value. Finally SF, the spreading factor,
which can be set from 6 to 12. The lower the SF, the higher the data rate
transmission but the lower the immunity to interference thus the smaller is the
range. Figure 1.7 shows for various combinations of BW, CR and SF the time-
on-air (ToA) of a LoRa transmission depending on the number of transmitted
bytes. The maximum throughput is shown in the last column with a 255B
payload. Modes 4 to 6 provide quite interesting trade-offs for longer range,
higher data rate and immunity to interferences. Mode 1 provides the longest
range.

1.3.3.2 LoRaWAN

Promoting the LoRa radio technology, the LoRa Alliance proposes a
LoRaWAN [4]\cite{lorawan} specification for deploying large-scale, multi-
gateways networks (star on star topology) and full network/application

Figure 1.7
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servers architecture as previously depicted in Figure 1.7. This specification
defines the set of common channels for communications (10 in Europe),
the packet format and Medium Access Control (MAC) commands that must
be provided. In addition, LoRaWAN also defines so-called class A, B and
C devices. Class A are bi-directional devices with each device’s uplink
transmission is followed by two short downlink receive windows for possible
packets from the gateway. All LoRaWAN devices must at least implement
Class A features. Class B and Class C devices are bi-directional devices with
scheduled receive slots and bi-directional devices with maximal receive slots
(nearly continuous listening) respectively. Class C devices consume a lot of
power and few battery-operated applications can implement such behavior.
Most of telemetry applications however use so-called Class A devices.

To optimize radio channel usage, Adaptive Data Rate (ADR) allows end-
devices to use different spreading factor values depending on their distance to
the gateway. By using a smaller spreading factor, the ToAis reduced therefore a
larger amount of data can be sent within the 36 s of allowed transmission time.

When developed countries discuss about massive deployment of 10T using
new LPWAN technologies, developing’s countries are still far from being
ready to enjoy the smallest benefit of it: lack of infrastructure, high cost
of hardware, complexity in deployment, lack of technological eco-system
and background, etc [5]\cite{loT-newletter-zennaro}. For instance, in Sub-
Saharan Africa about 64% of the population is living outside cities. The region
will be predominantly rural for at least another generation. The majority of
rural residents manage on less than few euros per day. Rural development is
particularly imperative where half of the rural people are depend on the agri-
culture/micro and small farm business. For rural development, technologies
have to support several key application sectors like water quality, agriculture,
livestock farming, fish farming, etc.

Therefore, while the longer range provided by LPWAN is definitely
an important dimension to decrease the cost of 0T, there are many other
issues that must be addressed when considering deployment in developing
countries: (a) Simplified deployment scenarios, (b) Cost of hardware and
services and (c) Limit dependancy to proprietary infrastructures and provide
local interaction models.

1.3.3.3 Simplified deployment scenarios

This typical LPWAN architecture depicted in Figure 1.6 can be greatly
simplified for small, ad-hoc deployment scenarios such that those for agri-
culture/micro and small farm businesses, possibly in very remote areas.
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Some LoRa and LoRaWAN community-based initiatives such as the one
promoted TheThingNetwork™™ [6]\cite{ TTN} may provide interesting solu-
tions and feedbacks for dense environments such as cities but under simplified
scenerios depicted in Figure 1.8 an even more adhoc and autonomous solution
need to be proposed. In Figure 1.8, the gateway can directly push data to some
end-user managed servers or public loT-specific cloud platforms if properly
configured.

Case A depicts a cellular-based and a WiFi Internet long-range gateway
scenario. The Internet connection can be either privately owned or can rely on
some community-based Internet access. Case B shows a no-Internet scenario
where it is required that the gateway works in fully autonomous mode,
capable of local interactions using standardized, consumer-market short-range
technologies such as WiFi or Bluetooth.

Cost of Hardware and Services

The maturation of the 10T market is happening in many developed countries.
While the cost of 10T devices can appear reasonable within developed
countries standards, they are definitely still too expensive for very low-
income sub-saharan ones. The cost argument, along with the statement that too
integrated components are difficult to repair and/or replace definitely push for
a Do-It-Yourself (DIY) and “off-the-shelves” design orientation. In addition,

Figure 1.8
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to be sustainable and able to reach previously mentioned rural environments,
loT initiatives in developing countries have to rely on an innovative and
local business models. We envision mostly medium-size companies building
their own “integrated” version of loT for micro-small scale services. In this
context, it is important to have dedicated efforts to design a viable exploitation
model which may lead to the creation of small-scale innovative service
companies.

The availability of low-cost, open-source hardware platforms such as
Arduino-like boards is clearly an opportunity for building low-cost 10T
devices from consumer market components. For instance, boards like Arduino
Pro Mini based on an ATmega328 microcontroller offers an excellent
price/performance/energy tradeoff and can provide a low-cost platform for
generic sensing 10T with LoRa long-range transmission capability for a total
of less than 15 euro. In addition to the cost argument such mass-market board
greatly benefits from the support of a world-wide and active community of
developers.

With the gateway-centric mode of LPWAN, commercial gateways are usu-
ally able to listen on several channels (e.g. LORaWAN) and radio parameters
simultaneously. For instance the LoRaWAN ADR mechanism may appear at
first sight an interesting approach but it puts high complexity contraints on
the gateway hardware as advanced concentrator radio chips, that alone cost
more than a hundred euro, must be used. Besides, when a large number of
10T devices needs the longest range, the ADR mechanism provides only very
small benefit.

Here, the approach can be different in the context of agriculture/micro
and small farm business: simpler “single-connection” gateways can be built
based on a simpler radio module, much like an end-device would be. Then,
by using an embedded Linux platforms such as the Raspberry PI with high
price/quality/reliability tradeoff, the cost of such gateway can be less than
45 euro.

Therefore, rather than providing large-scale deployment support, 10T
platforms in developing countries need to focus on easy integration of low-cost
“off-the-shelves” components with simple, open programming libraries and
templates for easy appropriation and customization by third-parties. By taking
an adhoc approach, complex and smarter mechanisms, such as advanced radio
channel access to overcome the limitations of a low-cost gateway, can even
be integrated as long as they remain transparent to the final developers.
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Limit Dependancy to Proprietary Infrastructures
and Provide Local Interaction Models

Data received on the gateway are usually pushed/uploaded to some Internet/
cloud servers. It is important in the context of developing countries to be
able to use a wide range of infrastructures and, if possible, at the lowest
cost. Fortunately, along with the global 10T uptake, there is also a tremendous
availability of sophisticated and public 10T clouds platforms and tools, offering
an unprecedented level of diversity which contributes to limit dependency to
proprietary infrastructures. Many of these platforms offer free accounts with
limited features but that can already satisfy the needs of most agriculture/micro
and small farm/village business models. It is therefore desirable to highly
decouple the low-level gateway functionalities from the high-level data post-
processing features, privileging high-level languages for the latter stage (e.g.
Python) so that customizing data management tasks can be done in a few
minutes, using standard tools, simple REST APl interfaces and available public
clouds.

In addition, with the lack or intermittent access to the Internet data should
also be locally stored on the gateway which can directly be used as an end
computer by just attaching a keyboard and a display. This solution perfectly
suits low-income countries where many parts can be found in second markets.
The gateway should also be able to interact with the end-user’ smartphone to
display captured data and notify users of important events without the need of
Internet access as this situation can clearly happen in very remote areas, see
case B in Figure 1.8.

Single-Connection Low-cost LoRa Gateway

Our LoRa gateway [7]\cite{pham-Icgw} could be qualified as “single con-
nection” as it is built around an SX1272/76, much like an end-device would
be. The low-cost gateway is based on a Raspberry P1 (1B/1B+/2B/3B) which
is both a low-cost (less than 30 euro) and a reliable embedded Linux platform.
There are many SX1272/76 radio modules available and we currently tested
with 6: the Libelium SX1272 LoRa, the HopeRF RFM92W & 95W, the
Modtronix inAir9 & inAir9B, and the NiceRF SX1276. Most SPI LoRa
modules are actually supported without modifications as reported by many
users. In all cases, only a minimum soldering work is necessary to connect
the required SPI pins of the radio to the corresponding pins on the Raspberry
pin header as depicted in Figure 1.9. The total cost of the gateway can be less
than 45 euro.
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Figure 1.9

Together with the “off-the-shelves” component approach, the software
stack is completely open-source: (a) the Raspberry runs a regular Raspian
distribution, (b) our long range communication library is based on the SX1272
library written initially by Libelium and (c) the lora_gateway program is keptas
simple as possible. We improved the original SX1272 library in various ways
to provide enhanced radio channel access (CSMA-like with SIFS/DIFS) and
support for both SX1272 and SX1276 chips.

We tested the gateway in various conditions for several months with
a DHT22 sensor to monitor the temperature and humidity level inside the
case. Our tests show that the low-cost gateway can be deployed in out-
door conditions with the appropriate casing. Although the gateway should
be powered, its consumption is about 350mA for an RPIv3B with both WiFi
and Bluetooth activated.

Post-Processing and Link with 10T Cloud Platforms

After compiling the lora_gateway program, the most simple way to start the
gateway is in standalone mode as shown is Figure 1.10a. All packets received
by the gateway is sent to the standard Unix-stdout stream.

Advanced data post-processing tasks are performed after the gateway
stage by using Unix redirection of gateway’s outputs as shown by the orange
“post-processing” block in Figure 1.10b. We promote the usage of high-level
language such as Python to implement all the data post-processing tasks
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Figure 1.10
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such as access to 10T cloud platforms and even advanced features such as
AES encryption/decryption. Our gateway is distributed with a Python template
that explains and shows how to upload data on various publicly available 10T
cloud platforms. Examples include Dropbox™ | Firebase™, ThingSpeak ™,
freeboard™, SensorCloud™, GrooveStream™ and Fiware™, as illus-
trated in Figure 1.10c.

This architecture clearly decouples the low-level gateway functionalities
from the high-level post-processing features. By using high-level languages
for post-processing, running and customizing data management tasks can be
done in a few minutes. One of the main objectives of 10T in Africa being
technology transfer to local developer communities, we believe the whole
architecture and software stack are both robust and simple for either “out-of-
the-box” utilization or quick appropriation & customization by third parties.
For instance, a small farm can deploy in minutes the sensors and the gateway
using a free account with ThingSpeak platform to visualize captured data in
real-time.

Gateway Running Without Internet Access

Received data can be locally stored on the gateway and can be accessed
and viewed by using the gateway as an end computer by just attaching a
keyboard and a display. The gateway can also interact with the end-users’
smartphone through WiFi or Bluetooth as depicted previously in Figure 1.8b.
WiFi or Bluetooth dongles for Raspberry can be found at really low-cost
and the smartphone can be used to display captured data and notify users of
important events without the need of Internet access as this situation can clearly
happen in very remote areas. Figure 1.11 shows our low-cost gateway running
aMongoDB™ noSQL database and a web server with PHP/jQuery to display
received data in graphs. An Android application using Bluetooth connectivity
has also been developed to demonstrate these local interaction models.

Low-cost LoRa End-devices

Arduino boards are well-known in the microcontroller user community for
their low-cost and simple-to-program features. These are clearly important
issues to take into account in the context of developing countries, with the
additional fact that due to their success, they can be acquired and purchased
quite easily world-wide. There are various board types that can be used depen
ding on the application and the deployment constraints. Our communication
library supports most of Arduino boards as illustrated in Figure 1.12.
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Figure 1.11
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Figure 1.12
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The Arduino Pro Mini, which comes in a small form factor and is available
ina 3.3 vand 8 MHz version for lower power consumption, appears to be the
development board of choice for providing a generic platform for sensing and
long-range transmission.

Arduino Pro Mini clones can be purchased for less than 2 euro a piece
from Chinese manufacturers with very acceptable quality and reliability level.
Similar to the low-cost gateway, all programming libraries are open-source
and we provide templates for quick and easy new behaviour customization
and physical sensor integration for most of the Arduino board types.

For very low-power applications, deep-sleep mode are available in the
example template to run an Arduino Pro Mini with 4 AA regular batteries.
For instance, with a duty-cycle of 1 sample every hour, the board can run
for almost a year, consuming about 146 uA in deep sleep mode and 93 mA
when active and sending, which represents about 2 s of activity time. Our tests
conducted continuously during the last 6 months show that the low-cost Pro
Mini clones are very reliable.

Adding Advanced Radio Activity Mechanisms

The proposed framework leaves room for more research-oriented tasks as it
actually provides a flexible framework for adding and testing new advanced
featuresthat are lacking in current LPWAN. For instance, while the LoRaWAN
specifications may ease the deployment of LoRa networks by proposing some
mitigation mechanisms to allow for several LoRa networks to coexist, it still
remains a simple ALOHA system with additional tight radio activity time
constraints without quality of service concerns. We briefly describe below 2
issues of long-range networks that are we currently study: improved channel
access and activity time sharing for quality of service.

Improved channel access
A CSMA-like mechanism with SIFS/DIFS has been implemented using the
Channel Activity Detection (CAD) function of the LoRa chip and can further
be customized. A DIFS is defined as 3 SIFS. Prior to packet transmission a
DIFS period free of activity should be observed. If “extended IFS” is activated
then an additional number of CAD followed by a DIFS is required. If RSSI
checking is activated then the RSSI should be below —90 dB for the packet to
be transmitted. These features are summarized in Figure 1.13.

By running a background periodic source of LoRa packets, we observed
that the improved channel access succeeds in reducing packet collisions.
The current framework is used to study the impact of channel access methods
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Figure 1.13

in a medium-size LoRa deployment when varying timer values due to the
longer time-on-air.

Activity time sharing

We also propose and implement an exploratory activity time sharing mecha-
nism for a pool of devices managed by a single organization [8]. We propose
to overcome the tight 36 s/hour radio activity of a device by considering all
the sensor’s individual activity time in a shared/global manner. The approach
we propose will allow a device that “exceptionally” needs to go beyond the
activity time limitation to borrow some from other devices. A global view of
the global activity time, G, allowed per 1 hour cycle will be maintained
at the gateway so that each device knows the potential activity time that it
can use in a 1-hour cycle. Figure 1.14 shows how the deployed long-range
devices Di sharing their activity time initially register (REG packet) with the
gateway by indicating their local Remaining Activity Time I ,r, i-€. 36 s.
The gateway stores all I; 1, in a table, computes G a1 and broadcasts (INIT
packet) both n (the number of devices) and Gar. This feature is currently
tested for providing better surveillance service guarantees.

Use Case: Fish Farming — Fish Pond Monitoring

With our WAZIUP partner Farmerline (http://farmerline.co/) we deployed a
small number of our low-cost 10T sensor boards in a fish farm which operates
several ponds of different sizes (http://www.kumahfarms.com/). This farm
engages in pond culture and do both tilapia and catfish (Figure 1.15).
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Figure 1.14
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Figure 1.15

Their main needs is to get water quality indicators such as temperature
and dissolved oxygen. 3 sensors are connected to the generic sensor board:
a DHT22 ambient air temperature and humidity sensor, a PT1000 sensor
for water temperature and an AtlasScientific DO sensor for water dissolved
oxygen level. Using the generic activity duty-cycle module, the board will
periodically read values on the 3 connected physical sensors every 3 minutes
for our test scenario. The concatenated message string format is as follows:
“TC/27.35/HU/67.5/WT/23.47/D0O/10.42” where TC and HU are for the air
temperature and humidity level from the DHT22, WT for water temperature
from the PT1000 and DO for dissolved oxygen level from the AtlasScientific
DO sensor. However, at the time of writing, we didn’t receive the DO sensor
yet so the DO values are emulated.

The gateway is installed on one of the farm’s building and can have Internet
access. The post-processing stage simply takes the message string to separate
it into a list of fields: [*TC’, ‘27.35°, ‘HU’, ‘67.5°, ‘WT’, ‘23.47’, ‘DO’,
*10.42’]. The gateway then pushes data to the GroveStream cloud (with free
account) which provides a very flexible framework where it is possible to
create several data streams (e.g. TC/HU/WT/DO) per component (the sensor
node) in a dynamic manner. Figure 1.16 shows for the 3 deployed sensors
their data streams with a focus on the DO stream from sensor 9.

Figure 1.16 also shows the no-Internet connectivity scenario as illustrated
previously in Figure 1.6 : the gateway also stores data from the various sensors
in its local MongoDB database and acts as a WiFi access point and web server
to display the sensed value (here, screenshot from an Android smartphone).

With the generic sensor board, with ready-to-use duty-cycle and low-
power building blocks, deploying and setting the whole system was easy and
quick. Regarding the physical sensor reading, each environmental parameter
is wrapped in a Sensor class object that can implement pin reading and
specific data conversion tasks to provide a usable value through a virtual
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Figure 1.16



1.4 Conclusions 39

get_value() method. For instance, the DHT22 sensor that provides 2 envi-
ronmental parameters is represented by 2 different Sensor class objects. The
sensor board will simply loop and call all get_value() methods of all connected
sensors. At the gateway, the post-processing template written in Python can
handle an arbitrary number of data streams therefore the whole post-processing
stage was left unchanged for uploading data from the 3 physical sensors to
our GroveStream cloud account.

1.4 Conclusions

FIRE has evolved into a diverse portfolio of experimental facilities, increas-
ingly federated and supported by tools, and responding to the needs and
demands of a large scientific experimenter community. Issues that require
attention include the sustainability of facilities after projects’ termination, the
engagement of industry and SMEs, and the continued development of FIRE’s
ecosystem to remain relevant to changing research demands. A more strategic
issue is to develop a full service approach addressing the gaps between
ecosystem layers and addressing integration issues that are only now coming
up in other Future Internet-funded projects. A related challenge is to expand
the nature of FIRE’s ecosystem from an offering of experimental facilities
towards the creation of an ecosystem platform capable to attract market
parties from different sides that benefit from mutual and complementary
interests. Additionally, FIRE should anticipate the shifting focus of Future
Internet innovation areas towards connecting users, sensor networks and
heterogeneous systems, where data, heterogeneity and scale will determine
future research and innovation in areas such as Big Data, and 5G and Internet
of Things. Such demands lead to the need for FIRE to focus on testbeds,
experimentation and innovation support in the area of “smart systems of
networked infrastructures and applications”.

To address the viewpoints identified by the FIRE community, the FIRE
initiative should support actions that keep pace with the changing state-
of-the-art in terms of technologies and services, able to deal with current
and evolving experimenter demands. Such actions must be based upon a
co-creation strategy, interacting directly with the experimenters, collecting
their requirements and uncovering potential for extensions. FIRE must also
collaborate globally with other experimental testbed initiatives to align with
trends and share expertise and new facilities. Where major new technologies
emerge, these should be funded as early as possible as new experimental
facilities in the FIRE ecosystem.
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This analysis leads to some recommendations regarding the future
direction of FIRE, concisely summarized below.

e FIRE’s strategic vision for 2020 is to be the Research, Development and
Innovation environment for the Future Internet, creating business and
societal impact and addressing societal challenges. Adding to FIRE’s
traditional core in networking technologies is shift of focus in moving
upwards to experimenting and innovating on connected smart systems
which are enabled by advanced networking technologies.

e FIRE must forcefully position the concept of experimental testbeds
driving innovation at the core of the experimental large-scale trials
of other Future Internet initiatives and of selected thematic domains
of Horizon 2020. Relevant initiatives suitable for co-developing and
exploiting testbed resources include the 5G-PPP, Internet of Things
large-scale pilots, and e-Infrastructures.

e FIRE should help establish a network of open, shared experimental facil-
ities and platforms in co-operation with other Future Internet initiatives.
Experimental facilities should become easily accessible for any party
or initiative developing innovative technologies, products and services
building on Future Internet technologies. For this to happen, actions
include the continuing federation of facilities to facilitate the sharing
of tools and methods, and providing single access points and support
cross-domain experimentation. Facilities also should employ recognized
global standards. At the level of facilities, Open Access structures should
be implemented as a fundamental requirement for any FIRE facility. To
extend open facilities beyond FIRE, for example with 5G-PPP or Géant
and NRENSs, co-operation opportunities can be grounded in clear value
propositions for example based on sharing technologies and experiment
resources.

e FIRE should establish “technology accelerator” functionality, by itself
or in co-operation with other Future Internet initiatives, to boost SME
research and product innovation and facilitate start-up creation. The
long-term goal of FIRE is to realize a sustainable, connected network
of Internet experimentation facilities providing easy access for experi-
menters and innovators across Europe and globally, offering advanced
experimentation and proof-of-concept testing. The number of SMEs and
start-ups leveraging FIRE can be increased by offering professional
highly supported facilities and services such as Experimentation-as-a
Service, shortening learning time and decreasing time to market fort
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experimentation. A brokering initiative should provide broker services
across the FIRE portfolio or via exploitation partnerships. Additionally,
community APIs should be offered to make FIRE resources more widely
available.

e FIRE’s core expertise and know-how must evolve: from offering facilities
for testing networking technologies towards offering and co-developing
the methodologies, tools and processes for research, experimentation
and proof-of-concept testing of complex systems. FIRE should establish
a lively knowledge community to create innovative methodologies and
learn from practice.

e FIRE should ensure longer term sustainability building upon diversi-
fication, federation and professionalization. FIRE should support the
transition from research and experimentation to innovation and adop-
tion, and evolve from single area research and experiment facilities
towards cross-technology, cross-area facilities which can support the
combined effects and benefits of novel infrastructure technologies used
together with emerging new service platforms enabling new classes of
applications.

e FIRE should develop and implement a service provisioning approach
aimed at customized fulfilment of a diverse range of user needs. Moving
from offering tools and technologies, FIRE should offer a portfolio of
customized services to address industry needs. FIRE should establish
clear channels enabling interaction among providers, users and service
exploitation by collaboration partners.

FIRE should become part of a broader Future Internet value network, by pur-
suing co-operation strategies at multiple levels. Cooperation covers different
levels: federation and sharing of testbed facilities, access to and interconnec-
tion of resources, joint provision of service offerings, and partnering with
actors in specific sectoral domains. In this FIRE should target both strong and
loose ties opportunistic collaboration. Based on specific cases in joint projects,
cooperation with 5G and Internet of Things domains could be strengthened.
Finally, FIRE should evolve towards an open access platform ecosystem.
Platform ecosystem building is now seen critical to many networked industries
as parties are brought together who establish mutually beneficial relations.
Platforms bring together and enable direct interactions within a value network
of customers, technology suppliers, developers, facility providers and others.
Developer communities may use the FIRE facilities to directly work with
business customers and facility providers. Orchestration of the FIRE platform
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ecosystem is an essential condition. Steps towards forming a platform ecosys-
tem include the encouragement of federation, the setting up open access and
open call structures, and the stimulation of developer activities.

The concept of Low-Power Wide Area Networks (LPWAN), operating
at much lower bandwidth, is gaining incredible interest in the 10T domain.
In this contribution we presented several important issues when considering
deploying low-power, long-range 10T solutions for low-income developing
countries: (a) Simplified deployment scenarios, (b) Cost of hardware and
services and (c) Limit dependancy to proprietary infrastructures and provide
local interaction models. We described our low-costand open lIoT platforms for
rural developing countries applications that addressed these issues. Targeted
for small to medium size deployment scenarios the platform also privileges
quick appropriation and customization by third parties.
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2.1 Experimentation Facilities in H2020: Strategic
Research and Innovation Agenda Contributions

The Internet as we know it today is a critical infrastructure composed by
communication services and end-user applications transforming all aspects
of our lives. Recent advances in technology and the inexorable shift towards
everything connected are creating a data-driven society where productivity,
knowledge, and experience are dependent on increasingly open, dynamic,
interdependent and complex networked systems. The challenge for the Next
Generation Internet (NGI) is to design and build enabling technologies,
implement and deploy systems, to create opportunities considering increasing
uncertainties and emergent systemic behaviours where humans and machines
seamlessly cooperate.

Many initiatives investigated approaches for measuring, exploring and
systematically re-designing the Internet, to be more open, efficient, scalable,
reliable and trustworthy [FIWARE/FIPPP, CAPS, EINS, FIRE, GENI, US
IGNITE, AKARI]. Yet, although no universal methodologies have emerged
due to the continuously evolving interplay among technology, society and the
economy such initiatives produce a richer awareness of the socio-economic
and technological challenges and provide the foundation for new innovative
ICT solutions.

The Internet has evolved to the point that today is a vast collection of
technologies and systems and has no overall defined design path for its inherent
expansion and neither shall the Next Generation Internet. The actual experi-
ence is telling us that the Internet evolves through widely adopted experi-
mentation that engages active users and communities rather than through
purely technological advances invented in closed laboratories. Individuals
and companies use larger experiments as a way to build the knowledge and
necessary insights to verify and validate theories and ideas, and as the basis
for creating viable, acceptable and innovative solutions driving benefits to
Internet ecosystems and their stakeholders. For example “by the end of 2018,
90% of IT projects will be rooted in the principles of experimentation, speed,
and quality’” [Forrester2015].

The actual evidence, based on practical industrial experiences is unam-
biguous:

e Facebook is a huge and wide ranging social experiment investigating
broad topics such as the economics of privacy, appetite for disclosure
of personal data, and role of intermediaries in content filtering including
emotional effect [14].
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e Google’s Experiments Challenge and Showcases uses Android as an
open platform to engage large participation from OSS communities in
the creation of inspirational, distinctive and unique open source mobile
applications [5].

e Ericsson uses experimentation to explore opportunities in enterprise
ecosystem related to localised applications, global applications along
with added value services supporting security, device management and
mobile productivity [Ericsson15].

e Smart Cities and underlying programmable network infrastructures uses
social experiments with citizens in applications as diverse as transport,
energy and environmental management [18].

e Netflix uses an experimentation platform to ensure optimal streaming
experience with high-quality video and minimal playback interruption
to its customers by testing adaptive streaming and content delivery net-
work algorithms across so called experimental groups involving Netflix
engineers and Netflix members [NETFLI1X2016].

e Experimentation plays a vital role in business growth at eBay by
providing valuable insights and prediction on how users will react to
changes made to the eBay website and applications. A/B testing is
performed by running more than 5000 experiments per year on the eBay
Experimentation Platform [eBay2015].

e Apple used experimentation extensively to explore smart watch ideas
initially starting from primitives as simple as an iPhone with a Velcro
strap [WIRED14].

e Many industries targeting large online communities (e.g. gaming) use
open beta programmes to investigate features and experiences with
end user and developer ecosystems, to gain initial market attraction,
for example only, the recent Overwatch programme secured 10 million
players [17].

These strategies demonstrate that many successful Internet technologies are
now developed through experimentation ecosystems allowing creative and
entrepreneurial individuals and companies to explore disruptive ideas, freely
with large “live” user-driven communities.

Innovation also plays a dynamic role in the process of large experimen-
tation adoption. Experiments are conducted with ecosystems using platforms
and infrastructures (e.g. mobile platform, social network, smart spaces and
physical wireless spaces) designed to foster innovation by considering value
creation through openness, variation and adaptability. These strategies show
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an increasing need to structure and engage society and communities of users
in the co-creation of solutions (one of the multiples forms for innovation) by
bridging the gap between vision, experimentation and large-scale validation
sufficiently to attain end-user (citizens or industry) investment, either in terms
of time or money.

Addressing directly the demand for innovation, Europe must establish
large-scale experimental ecosystems aligned with NGI architectures that are
sustained beyond individual EU project investments, with full involvement of
end-users (i.e. citizens and SMES), since they provide applicability validation
of outcomes. Ecosystems help in anticipating possible migration paths for
technological developments, create opportunities for potentially disruptive
innovations and discovery of new and emerging behaviours; as well as in
assessing the socio/economic implications of new technological solutions atan
early stage. In addition, experimentation is an effective way to build evidence
for the robustness, reusability and effectiveness of emerging specifications
and standards. Note that it is important to recognise that there is no such
thing as a “failed experiment”. Even if the findings point to a null hypothesis,
learning what doesn’t work is a necessary step to learning what does correctly.
Discovering that a technology fails to perform, is not commercially viable or
is not accepted by end users is a clear route to future research and innovation
challenges for the NGI.

2.1.1 European Ecosystem Experimentation Impacts

Ecosystem experimentation and trials using open platforms are a major
contributor to the success of European research and innovation programmes
investigating the future of the Internet. Initiatives such as Future Internet
Research and Experimentation (FIRE), the Community Awareness Platforms
for Sustainability and Social Innovation (CAPS/CAPSSI), the Future Internet-
Public Private Partnership (FI-PPP), the 5G-Public Private Partnership (5G-
PPP), European Institute of Innovation & Technology (EIT) Digital, and
the European Network of Living Labs (ENoLL) have all been delivering
platforms and ecosystems that have advanced Internet-based technologies
towards markets and society. Each flagship initiative has been designed
to fulfil specific complementary socio-economic and technical objectives.
For example, CAPS enables societal innovation through open platforms
supporting new forms of social interaction, FI-PPP enables innovation through
accelerator ecosystems building on the open platform FIWARE, whilst FIRE
enables innovation through highly configurable technology infrastructures and
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services. In particular, selected FIRE examples show that significant long
lasting European impacts can be delivered:

e SME competitiveness: experimentation has enhanced 100’s of compa-
nies’ product and service offerings have benefited by validating perfor-
mance, acceptance and viability using experimental platforms. Examples
include: Televic Rail launching their SilverWolf passenger information
product on more than 22,000 railcars following complex end-to-end
networking performance tests; Evolaris GmbH launching Europe’s
1st Smart Ski Goggles service in the Ski Amadé, Austria, Europe’s
2nd largest ski area based on user-centric networked media experi-
ments; Incelligent proactive network management products building
on cognitive radio experiments, involving realistic conditions and actual
testbeds leading to the company being selected as one of the 12 startups
awarded to work with Intel, Cisco and Deutsche Telekom, through the
next phase of their joint ChallengeUp! Program.

e Pioneering concepts. experimentation has demonstrated ground-
breaking results that the world has never seen before. Examples include:
Open platforms to transforming the education of the next generation
of Internet scientists and engineers through remote experimentation on
top of FIRE facilities and open online courses supporting over 1,000s of
students and more than 16 courses across several countries (e.g. Belgium,
Greece, Ireland, Spain, Brazil and Mexico) by allowing the creation,
sharing and re-use of learning resources based on real experiments and
data, accessible anytime/anywhere learning [6]; The World’s 1st mixed
reality ski competition broadcast across European television (BBC,
OREF, etc.) radio and online to a global audience of over 700 million
[2]; the first generation of networked Internet of Things technologies
for pervasively monitoring the underwater environments; validation of
HBBTV technology in European broadcast events [10].

e Interoperability and standardisation: experimentation has established
evidence and contributed to the development of new international
standards, many of those adopted by the market. Examples include:
Licensed Shared Access (LSA) technology to maximize mobile net-
work capacity in LTE (4G) communications presented to the ETSI TC
Reconfigurable Radio Systems WG1; Transceiver API for a hardware-
independent software interface to a Radio Front-Ends developed by
Thales Communications and Security SAS standardised in Wireless Inno-
vation Forum (WInnF); Contributions to standardisation fora (Wireless
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Innovation Forum, ITU-R, ETSI, IEEE 802, IEEE P1900.6, DySPAN);
Simplifying spectrum sensing measurements through a common data
collection/storage format, based on the IEEE 1900.6 standard, enabling
sharing of experiment descriptions, traces and data processing script
for heterogeneous sensing hardware; Establishment of the W3C Fede-
rated Infrastructures Community Group to start the standardization of
according semantic information models and facilitate collaboration with
other groups such as the IEEE P2302 Working Group — Standard for
Intercloud Interoperability and Federation (SIIF) — or the OneM2M
Group on Management, Abstraction and Semantics (MAS).

e International collaboration: experimentation has raised the global pro-
file and reputation of European research and innovation initiatives.
Examples include: Establishment of the Open-Multinet Forum to facili-
tate the international collaboration between FIRE and GENI and other
members for harmonizing interfaces and information models; Global
reconfigurable and software defined networks between Europe, Korea,
Brazil, South Africa, Japan and US.

e Internet regulation and governance: experimentation has delivered
results driving the evolution of policies regulating networks and ser-
vices; Examples include: interaction with national regulators (BIPT-
Belgium, National Broadband Plan NBP — Ireland, BNetzA — Germany,
ANFR - France, ARCEP - France, AKOS - Slovenia, Ofcom — UK);
PlanetLab Europe supports the Data Transparency Lab (http://www.
datatransparencylab.org/), an initiative of Telefonica I+D, together with
Mozilla and MIT, to understand data policies around the world; Internet
measurement testbeds are observing the efforts of network regulators
around Europe as they implement the European Network Neutrality
mandate.

e Productivity: experimental platforms have delivered methodologies,
tools and services to accelerate Internet research and innovation. Exam-
ples include: evaluation of novel concepts (5G, cognitive radio, optical
networks, software-defined networks, terrestrial and underwater 1oT,
cloud) through pathways from laboratory to real-world settings (i.e.
cities, regions and global); Easy access to different individual testbeds
through a common portal with a comprehensive description of the
and guidelines on how to access and use the federated testbeds;
Increasing the reproducibility of experiments through experimentation
descriptors linked to provisioning policies supported by benchmarking
methodologies and tools to execute experiments, collect and compare
results;
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2.1.2 Drivers Transforming the Next Generation
Internet Experimentation

The drivers expected to transform the NGI can be categorised into advances
in intelligent spaces, autonomous cooperative machines and collective user
experiences supported by key networking technologies are summarised as
follow:

¢ Intelligent Spaces: enabling computers to take part in activities in which
they never previously involved and facilitate people to interact with
computers more naturally i.e. gesture, voice, movement, and context, etc.
Internet of Things (10T) enrich environments in which ICTs, sensor and
actuator systems become embedded into physical objects, infrastructures,
the surroundings in which we live and other application areas (e.g. smart
cities, industrial/manufacturing plants, homes and buildings, automotive,
agrifood, healthcare and entertainment, marine economy, etc.).

e Autonomous Cooperative Machines: intelligent self-driven machines
(robots) that are able to sense their surrounding environment, reason
intelligently about it, and take actions to perform tasks in cooperation
with humans and other machines in a wide variety of situations on land,
sea and air.

e Collective User Experience: human-centric technologies supporting
enhanced user experience, participatory action (e.g. crowd sourcing),
interaction (e.g. wearables, devices, presentation devices), and broader
trends relevant to how socio-economic values (e.g. trust, privacy, agency,
etc.) are identified, propagated and managed.

e Key Networking Technologies: physical and software-defined infra-
structures that combine communications networks (wireless, wired,
visible light, etc.), computing and storage (cloud, fog, etc.) technologies
in support of different models of distributed computing underpinning
applications in media, 10T, big data, commerce and the enterprise.

Within each category listed above, there are trends driving the need for
experimentation that leads to the identification of Experimentation Challenge
Avreas that exhibit high degrees of uncertainty yet offer high potential for Next
Generation Internet impact, as presented hereafter in this document.

2.1.2.1 Intelligent spaces

Internet of Things (l1oT) is transforming every space in our daily professional
and personal lives. 10T is one paradigm, different visions, and multidisci-
plinary activities [1] that much motivate this change. Today’s Internet of
Things is the world of everyday devices; things’ working in collaboration,
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using mainly the Internet as a communication channel, to serve a specific goal
or purpose for improving people’ lives in the form of new services. In other
words Internet of things has evolved from being simply technology protocols
and devices to a multidisciplinary domain where devices, Internet technology,
and people (via data and semantics) converge to create a complete ecosystem
for business innovation, reusability and interoperability, without leaving aside
the security and privacy implications.

The European and Global market for 10T is moving very fast towards
industrial solutions, e.g. smart cities, smart citizens, homes, buildings this
race is generating that 10T market applications have multiple shapes, from
simple smart-x devices to complete ecosystems with a full value chain for
devices, applications, toolkits and services. Making a retro-inspection and
looking at this evolution and the role that Experimentation has played in this
evolution, 10T have covered various phases in the evolution. 10T area has run
a consolidation period in the technology, however yet the application side will
run a long way to have big business markets and ecosystems deployed [3] and
what is most important, the 10T users acceptance that will pay for services.

Wearable devices are the next evolution in the 10T horizon providing clear
ways for user acceptance and further user-centric applications development.
Wearable technology has been there since early 80°s, however the limitation in
technology and the high cost on materials and manufacturing caused wearable
ecosystem(s) to lose acceptance and stop grow at that early stage. However in
todays’ technology and economic conditions where technology has evolved
and manufacturing cost being reduced, Wearable Technology is the best
channel for user acceptance and deployments in large user communities.
Demands in technology & platforms (Supply Side) require further work to
cope with interoperability, design and arts for user adoption, technology
and management and business modelling. On the other hand from User &
Community (Demand Side) it is required to pay attention in reliability
of devices, cross-domain operation, cost reduction device reusability and
anonymity and security of data.

Experimentation Challenges Areas for intelligent spaces may include:

e Engagement of large number of users/communities for co-creation,
awareness and design constrains to improve user acceptability.

e Provisioning of large numbers of cooperative devices.

e Scale of data management associated with the scale of devices.

e Interoperability management considering the large array of “standards”
that are emerging in the 10T space.
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e Energy optimisation for low-powered chips, aligned with intelligence for
smart devices and spaces.

e Security, anonymity and privacy because at intelligent spaces the amount
of data that is produced is large and most of the time associated to users,
by location, usage and ownership.

e Trust management mechanisms and methodologies for ensuring safe
human acceptance/participation.

Next Generation Internet impacts are expected to include the:

e Acceptability for new innovative devices and technology that can change
aspects of how we perceive aspects at work, live and home.

e Creation of communities for user acceptance and design including user
personal identity and reflects the fashion trend of the users.

e Growth and matureness of particular areas, as result of the involvement
of users in the process of validation and certification.

2.1.2.2 Cooperative autonomous machines
Autonomous machines operating in open environments on land, sea and air
will cooperate to revolutionize applications in transport, agriculture, marine,
energy and ecosystems dependent on high fidelity and real-time earth and
environment observation and management. Local, regional, national and
European initiatives are exploring how autonomous machines can become
an integral part of the Internet infrastructure by bridging technical challenges
(robotics, cyber physical systems, 10T, Future Internet) and dealing with social
challenges of trustworthiness, dependability, security and border control.
Swarm robotics is here allowing collective behaviour by multi-robot
systems consisting of boat/aircraft/ground vehicles. Miniaturization will be a
continuous trend with nano- and micro-robotics (e.g., robotic implants). This
leads to challenges in relation to human-robot coexistence and interaction
(e.g., collective human-robot cooperation) along with machine simulation of
human behaviour (e.g., reasoning, learning, feelings, and senses). In addition,
current machines offer poor interaction with complex dynamic uncertain
human-populated and natural environments.

Experimentation Challenges Areas include:

e Mixed human-robot environments (e.g., ITS environment where driver-
less vehicles can coexist with vehicles having human drivers).

e Heterogeneous mix of autonomous, manual and remotely operated
machines.
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e Machines operating in natural open and uncertain environments.

e Active security design, monitoring and mitigation in relation to emer-
gent threats from deep learning intelligence machines and systemic
dependencies.

e Paradigm shift within the Industrial Internet of Things domains towards
Edge Computing, in which programmable, autonomous 10T end-devices
can communicate with each other and continue to operate event without
connectivity.

e 5G dense network infrastructures with Edge computing capabilities that
are complemented with new M2M communications protocols/networks
(i.e. NB-loT).

Next Generation Internet impacts are expected to include:

e Systems that mix humans, machines and all ICT capabilities in ways that
are acceptable to society.

e Operational models that optimize the use of distributed intelligence
schemes (e.g., distributed Al reasoning, planning etc.).

e Methodologies and knowledge for investigating, developing and opera-
ting non-deterministic systems.

e Insights into the trade-offs between autonomy vs. predictability vs.
security in cooperative machines.

e Insights into the evolution of legislation and regulatory policies.

e A digitalisation strategy for the industry 4.0 path supported by loT
emergence.

2.1.2.3 Collective human experience

Collective human experience is probably the major driver of Next Generation
Internet as it dictates what the Internet is used for and its benefits to both indi-
viduals and the overall society. Internet participation is changing due to trends
in open data, open and decentralised, shared hardware, knowledge networks,
10T and wearable technologies. Experiences are increasingly driven by partici-
patory actions facilitated by decentralised and peer-to-peer community and
open technologies, platforms and initiatives. Concepts such as decentralised
network and software architectures, distributed ledger, block chains, open
data, open networks, open democracy enable an active role of citizens rather
than passive consumption of services and content. Internet participation is
reaching, informing and involving communities of citizens, social enterprises,
hackers, artists and students in multidisciplinary collaborative environments,
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as fostered by Internet Science and Digital Social Innovation communities,
where creativity, social sciences and technology collide to create innovative
solutions mindful of issues of trust, privacy and inclusion.

In addition, human-machine networks are emerging as collective struc-
tures where humans and machines interact to produce synergistic and often
unique effects. In such networks humans and machines are both actors (Human
to Machine — H2M and Machine to Machine — M2M) that raises important
issues of “agency”, to identify what actors are capable of and permitted
to do. This is especially relevant to emerging machine intelligence where
machines are capable of evolving intention based on sensing and learning
about environments in which they operate. Facebook itself is purely a social
machine as it supports Human to Human — H2H interaction whereas for
example, precision agriculture with autonomous tractors, survey drones,
and instrumented animals self-reporting health would be considered a H2M
network.

Collective Awareness Platforms for Sustainability and Social Innovation
(CAPSSI) are designing and piloting online platforms creating awareness of
sustainability problems and offering collaborative solutions based on networks
(of people, of ideas, of sensors), enabling new forms of sustainability and
social innovation. These platforms provide strong ecosystems with thousands,
or even millions of users, is built by mutual trust that interactive players are
providing value to one another. The critical mass in the diffusion of innovations
is “the point after which further diffusion becomes self-sustaining”. The use of
creativity inthe innovation process through approaches such as “gamification”
isapromising solution for keeping the critical mass of users engaged. The chal-
lenge is to identify innovative combinations of existing and emerging network
technologies enabling new forms of Digital Social Innovation coming bottom-
up from collective awareness, digital hyper-connectivity and collaborative
tools.

The major underlying trends in this area include:

e Increasing self- and observer quantification and participation driving post
broadcast networks with end user engagement in creative wide ranging
processes.

e Increasing machine agency shifting beyond automation systems to situa-
tions post automata networks where autonomous machines increasingly
evolve their own intentions and goals driven by increasingly high level
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human defined policy constructs necessary to deal with the complexity
of interaction.

e Increasing geographically localized interaction moving towards situa-
tions post “mega” mediator networks (interaction purely supported by
Internet giants such as Google and Facebook).

Experimentation Challenges Areas include:

Hyperlocal infrastructure, service and platform models.

Deep “Me-as-a-Service” provisioning, orchestration and choreographies.
Distribution of agency in networks, machines and people.

Intention independent and transparent networking.

Decentralized and distributed social networks, wikis, sensors, block
chains value networks, driven by real-time human monitoring and
observation sensor data streams.

e Accounting for the context through changing conditions.

e Experimenters’ participatory involvement in collective awareness/intelli
gence production.

Next Generation Internet impacts are expected to include:

e Operational models fostering localised ownership and control building
on international standards.

e Multi-actor protocol/system design principles and methodologies for
cooperating machines and people.

e Networking protocols robust to and adaptable to variations of outcomes
and with transparent constraints.

e Participatory innovation and interaction models supporting collective
intelligence production.

e Insights into the disruption of new value systems supported by emerging
technologies such as block chains.

e Definition of new legislation to accommodate the entrance, and reduce
barriers, of new technology, service and applications into daily lives of
European citizens.

e Democratisation of the internet across new open and innovative services.

e Technology drivers that facilitate the emergence of new business models
that may also operate under a collaborative economy based model. Thus,
citizens and social impact is considered as a key driver for technology
evolution.
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2.1.2.4 Key networking technologies

Major initiatives such as the 5G-PPP are transforming wireless network-
ing technologies and software defined infrastructures. 5G standardization is
driving the activities for designing new protocols addressing diverse aspects
of wireless networks and services.

Experimentation Challenges Areas include:

e Wireless investigations closer to real world ecosystems providing ways
to demonstrate the applicability of experimental evidence to real-life
application scenarios and to explore realistic coexistence/interference
scenarios.

e Involve end devices: more flexible, compact, energy efficient radio
platforms.

e End-to-end experimentation integrating radio — network — application/
services through co-design in early phases through multi-disciplinary
research, development and innovation.

e Low-end vs. high-end flexible radio platforms considering new high end
spectrum bands (e.g. cm and mmWave) in contrast to mobility scenarios
with (very) large-scale experimentation standardisation of low-cost SDR.

e Massive (cooperative) MIMO aiming to reduce complexity & cost,
and involve distributed, heterogeneous devices forming virtual antenna
arrays.

e Multi-channel radio supporting multiple virtual Radio Access Techno-
logies (RATS) running simultaneously in a single wireless node, sup-
porting simultaneous operation of new-innovate (RATSs) and traditional
RATs.

e Over the air downloading of new RATSs, live reprogramming of wireless
device & synchronous instantiation of new RATs (adding/updating RATS)
on a set of co-located wireless devices.

e SDR ‘record-and-replay’ building real world wireless environment
(background scenarios), E.g. out-of-band transmissions (satellite, TV,
aviation, etc.) to instantiate real-life scenario emulating many concurrent
systems in real world.

e Co-design of the wireless access and the optical backhaul and backbone
in an integrated manner, researching at the convergence point between
optical and wireless networks (FUTEBOL) [15].

e NFV/VNF applications over the platforms employed by the testbeds can
assist in building modular testbeds.
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e New protocols based on existing technologies (e.g. beyond LTE for
cellular communications, WiGig, etc.).

e New management architectures moving towards the orchestration
of functionalities towards the extreme edges of the network to
reduce latency, enhance reliability and ensure data sovereignty (Edge
Computing).

e Complete slicing of network-topologies including available frontend and
backend services such as EPC to setup separate management domains
for various use cases that require partly orthogonal QoS parameters, such
as 10T/M2M or CDN networks.

e Convergence of new 5G scenarios with new loT capabilities and
technologies.

e Architectures that reduce the limitations that TCP-IP have towards the
expansion of Internet (i.e. mobility, addressing, etc.).

NGI impacts are expected to include:

e Evidence for performance, viability and acceptability of approaches
and technologies for 5G. Proof of scalability of 5G able to cope with
increasing network traffic demand, viability to migrate from legacy to
5G, coexistent of 5G and legacy.

e Evidence for robustness of networking standards.

e Homogeneous services across networks, information technologies, 10T
devices and people.

2.2 Policy Recommendations for Next Generation
Internet Experimentation

The drivers for the Next Generation Internet presented in this document
i.e. Intelligent Spaces, Autonomous Cooperative Machines, Collective User
Experience, Key Networking Technologies act as study areas that requires a
dedicated consideration in policy support and European agenda reorganisa-
tion. The clear view in how the drivers are a priority for Europe, likewise the
increasing convergence of Internet technologies and more involvement of the
society drive the need to reconsider the design and scope of future initiatives.
The following recommendations are designed to maximise the potential for
Europe to create technological breakthroughs and deliver truly global impact
towards Next Generation Internet Experimentation.
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More Than Just Technology Networks: Successful Internet platforms
deliver technology-enhanced ecosystems supporting large-scale efficient
interactions between platform users. A technologically advanced platform
without users will deliver no impact. Europe must focus on developing where
networks of users and technology can coexist in ways that support sustainable
growth of real life network and as a consequence drive demand for emerging
information and communications network architectures.

Transparent and Accelerated | nnovation Pathways: Industry and SMEs
need clear routes to market for research and innovation activities. Platforms
that deliver insight that cannot be adopted within applicable investment
cycles are not relevant to business. Europe must establish experimental
platforms with clear innovation pathways that deliver commercial oppor-
tunities whilst addressing contemporary/legacy constraints, market-driven
interoperability/standardisation, and regulation.

Programmatic Consideration of Business and Technology Maturity:
Large industry and SMEs have different capacity to invest, appetites for
risk and rates of return. Europe must design and nurture current initiatives
with a business and technical strategy that optimally aligns technology
lifecycle phases with appropriate business engagement models for different
stakeholders (Industry vs SMESs vs Research).

Quantifiably Large and Dynamic: Ecosystems must be sufficiently large
and interactive to understand performance, acceptance and viability of plat-
form technologies in real-world scenarios. Large-scale is often cited but rarely
quantified. Europe must establish measurable criteria and tools for Next
Generation Internet ecosystems (e.g. infrastructure, platforms, data, users,
etc.) necessary to support research and pre-commercial activities ecosystems
(i.e. up to city-scale), and mechanisms to rapidly scale networks towards
market entry.

Nondeterministic Behaviour vs Replicability: Insights gained in one spe-
cific physical or virtual situation need to be applied in many global situations
to maximise the return on investment. Computer science wants to deliver
replicable experimentation however this is looking increasingly unachievable
considering that networks are inherently non-deterministic and that open
systems and real-life experiments only exacerbate uncertainties. Europe
must foster the development of methods and tools supporting investigation
into non-deterministic systems incorporating human and machine interaction
in open environments that allow for insights to be replicated across the
globe.
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Next Generation | nternet Technology and I nvestment Education: Learn-
ing about the potential of NGI technologies and business implications is
essential for the next generation of entrepreneurs and SMEs in Europe and
beyond. Unless innovators understand the ecosystem and technology potential
sufficiently to convince investors (e.g. business units, venture capitalists,
consumers, etc.) of the value proposition continuation funding and consequent
impact will not be delivered. Europe must support platforms that educate the
next generation entrepreneurs and technologists whilst supporting SMEs in
the development of NGI business plans and provide ways to test the viability
of solutions with potential investors.

Multidisciplinary Action: The interconnectedness of Next Generation
Internet Experimentation systems means that multidisciplinary teams must
work together through common objectives. Europe must support end-to-end
experimentation driven by multidisciplinary teams from different technology
domains (e.g. wireless networks, optical networks, cloud computing, 10T, data
science) in relation to vertical sectors (healthcare, creative media, smart trans-
port, marine industry, etc.) and horizontal social disciplines (e.g. psychology,
law, sociology, arts).

Efficient and Usable Federations: Collaboration is often the most cost
effective way to acquire capability, scale or reach necessary to achieve
an objective. Yet the benefits of collaboration through federated platforms
are limited by the barriers of interoperability, multi-stakeholder control,
trust concerns and policy incompatibilities. Europe must support federated
Experimentation-as-a-Service approaches where there are clear benefits to
users of the federation and where techniques lower the barrier to experimen-
tation and cost of maintaining federations through increased interoperability,
usability, trustworthiness, and dynamics by contributing to or leading market
accepted standardisation efforts.
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2.4 Experimentation Facilities Evolution towards
Ecosystems for Open Innovation
in the Internet of Future

2.4.1 Changes in the FIRE Portfolio

The FIRE demand side is changing as well, with changes in experimenter
demands and requirements, and higher expectations as regards how FIRE
should anticipate the needs and requirements from SMEs, industry, Smart
Cities, and from other initiatives in the scope of Future Internet such as
Internet of Things and 5G. Within FIRE this is also anticipated by new types
of service concepts, for example Experimentation-as-a-Service. These new
concepts affect the methods and tools, the channels for offering services to new
categories of users, and the collaborations to be established with infrastructure
and service partners to deliver the services.

2.4.2 Technological Innovation and Demand Pull

In response to the envisaged changes in the FIRE landscape, AmpliFIRE has
identified new research directions based on interviews, literature surveys and
leading conferences, and highlighted what the FIRE research, facilities and
community may look like in the future [1]. We found that funded Open Calls
and STREPs, and unfunded Open Access opportunities, which are increasingly
aligned with the main FIRE experimental facilities, are influencing FIRE’s
evolution from the demand side, by showing customer “pull” supplementing
and even replacing technology “push.” Thus it is expected that FIRE, which has
been technology-driven, will increasingly be shaped by demand-pull factors
in the period 2015-2020. These user demands will be based on four main
trends:

e The Internet of Things: a global, connected network of product tags,
sensors, actuators, and mobile devices that interact to form complex
pervasive systems that autonomously pursue shared goals without direct
user input. A typical application of this trend is automated retail stock
control systems.

e The Internet of Services: internet/scaled service-oriented computing,
such as cloud software (Software as a Service) or platforms (Platform as
a Service).

e The Internet of Information: sharing all types of media, data and content
across the Internet in ever increasing amounts and combining data to
generate new content.
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e The Internet of People: people to people networking, where users
will become the centre of Internet technology—indeed the boundaries
between systems and users will become increasingly blurred.

In order to contribute to these four fast moving areas, the FIRE ecosystem
must grow in its technical capabilities. New networking protocols must be
introduced and managed, both at the physical layer where every higher
wireless bandwidth technologies are being offered, and in the software
interfaces, which SDN is opening up. Handling data at medium (giga to
tera) to large (petabyte) scale is becoming a critical part of the applications
that impact people’s lives. Mining such data, combining information from
separated archives, filtering and transmitting efficiently are key steps in
modern applications, and the Internet testbeds of this decade will be used
to develop and explore these tools.

Future Internet systems will integrate a broad range of systems (cloud
services, sensor networks, content platforms, etc.) in large-scale hetero-
geneous systems-of-systems. There is a growing need for integration e.g.
integration of multi-purpose multi-application wireless sensor networks with
large-scale data-processing, analysis, modelling and visualisation along with
the integration of next generation human-computer interaction methods. This
will lead to complex large-scale systems that integrate the four pillars: things,
people, content and services. Common research themes include scalability
solutions, interoperability, new software engineering methods, optimisation,
energy-awareness, and security, privacy and trust. To validate the research
themes, federated experimented facilities are required that are large-scale and
highly heterogeneous. Testbeds that bridge the gap between infrastructure,
applications and users and allow exploring the potential of large-scale systems
which are built upon advanced networks, with real users and in realistic envi-
ronments will be of considerable value. This will also require the development
of new methodological perspectives for FIRE [8].

As we emphasize focusing on “smart systems of networked applications”
within the FIRE programme, the unique and most valuable contribution of
FIRE should be to “bridge” and “accelerate”: create the testing, experimenting
and innovation environment which enables linking networking research to
business and societal impact. FIRE’s testbeds and experiments are tools to
address research and innovation in “complex smart systems”, in different
environments such as cities, manufacturing industry and data-intensive ser-
vices sectors [9]. In this way, FIRE widens its primary focus from testing and
experimenting, building the facilities, tools and environments towards closing
the gap from experiment to innovation for users and markets.
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2.4.3 Positioning of FIRE

This leads to the issue of how to position FIRE in relation to other initiatives
in the Future Internet landscape. FIRE is one among a number of initiatives
in the Future Internet research and innovation ecosystem. FIRE seeks a
synergetic and value adding relationship with other initiatives and players such
as GEANT/NRENSs and the FI-PPP initiatives related to Internet of Things and
Smart Cities, EIT Digital, the new 5G-PPP and Big Data PPP initiatives, the
evolving area of Cyber-Physical Systems, and other. For the future, we foresee
a layered Future Internet infrastructural and service provision model,
where a diversity of actors gather together and ensure interoperability for their
resources and services such as provision of connectivity, access to testbed and
experimentation facilities, offering of research and experimentation services,
business support services and more. Bottom-up experimentation resources
are part of this, such as crowd sourced or citizen- or community-provided
resources. Each layer is transparent and offers interoperability. Research
networks (NRENSs) and GEANT are providing the backbone networks and
connectivity to be used by FIRE facilities and facilities offered by other
providers.

In this setting, FIRE’s core activity is to provide and maintain sustainable,
common facilities for Future Internet research and experimentation, and to
provide customized experimentation and research services. However, given
the relevance of experimentation resources for innovation, and given the
potential value and synergies which FIRE offers to other initiatives, FIRE
should assume a role in supporting experimentally-driven research and
innovation of technological systems. For this to become reality FIRE and
other initiatives should ensure cooperation and FIRE should also consider
opening up to (other) public and private networks, providing customized
facilities and services to a wide range of users and initiatives in both public and
private spheres. FIRE’s core activity and longer term orientation requires the
ability to modernize and innovate the experimental infrastructure and service
orientation for today’s and tomorrow’s innovation demands.

2.4.4 Bridging the Gaps between Demands and Service Offer

The gaps between the technologies presently offered in FIRE as testbeds,
and the gaps between the layers in which its communities have formed are
large. For example, the gaps between wired and wireless networking, between
networking researchers and cloud application developers, and between both
sorts of developers and end user input all require bridges that exist today only
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as research efforts (an example is the Fed4FIRE project). Developing future
scenarios and identifying prospective user requirements are useful tools to
shape and drive those bridging activities and chart the most direct paths from
the present fragmented FIRE portfolio of testbeds, which are either hardware
or user-oriented, to the goals of Horizon 2020. This requires a sustained effort
to articulate how the technical goals of the present FIRE activities can be
lifted, channelled and amplified to support the societal goals represented in
Horizon 2020. This places requirements on the FIRE community which, as
engineering teams with an often academic focus, will need to collaborate
with different types of communities and actors. The FIRE community needs
to clarify and justify such requirements and identify new instruments and
relationships with business and SMEs that can draw upon FIRE’s strengths.
For this, we must expose the gaps and identify the communities that need
to be engaged or created. This helps to create the “pull” that can make FIRE
effective as 2020 approaches, and assist the individual projects as they provide
the “push.”

2.4.5 Testbed-as-a-Service

Increasingly, experimenters, developers and innovators expect to find the
tools and services they need and the infrastructure in which they will do
measurements and develop applications packaged in groups that allow easier
access and more rapid development. The catch phrase “X as a service” (XaaS)
captures these expectations. Today’s infrastructures, even with the strides
made towards federation and provision of powerful standard enablers, are still
far from the desired shape presented in Figure 2.1. The Testbed as a Service
concept (all of Figure 2.1) consists of as many as three connected layers and
two value-added offerings, each of which needs to offer standard APIs and be
easily adapted to multiple purposes over both long and short term.
Infrastructure available as a service benefits from the federation accom-
plishments of Fed4FIRE and GENI using the model of slices, and the
technologies around SFA and OMF or NEPI for access to infrastructure,
acquisition of reservations for resources, dispatch of experiments and capture
of their results. But there is much more to be done to make these tools available
to a broader audience, reduce the training requirement and learning curve.
There are common elements now standardized in the OpenFlow community
to make the interface to more flexible and powerful networking infrastructures
itself more flexible, but these only begin to explore the ways in which
the communications infrastructure can be more responsive to application
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Figure 2.1 X asa Service [7].

requirements. While standard building blocks such as OpenStack exist, there
are strong pressures to enhance these. FIRE can make a critical difference
in evaluating the platform components proposed for extending this service
concept and understanding their value. Also needed are studies of the possible
options at the interfaces and their codification into APIs between the layers,
and to implement services to support new demands from users more interested
in the results of an experiment rather than performing their experiments
themselves.

Data curation, archiving, and tools for access of experimental data,
learning from experimental data, and extracting useful information using
sparse sampling and other complexity techniques will be key components
of Knowledge-as-a-Service. While much research in these “big data” areas
is being done already in academia and in industry, FIRE with its rich trove
of experimental data from Smart Cities projects, can make a contribution.
Focusing on the environmental data that sensor-rich cities collect might be
a good strategy, avoiding the sensitivities around healthcare data and the
proprietary nature of most commercial and market activity data. Also, “big
data” studies do not as a rule involve truly vast amounts of data, or require
access to data centers on the largest commercial scales.
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Benefiting from these opportunities requires a foundation of adaptable
infrastructure, wired and wireless, software-defined, more open than ever
before. The FIRE projects have made great strides in federating different
kinds of facilities and exposing their novel capabilities to experimenters and
end users. To meet the new demands and support the expansion to become
an Internet of Things, Services, Information and People, FIRE will provide
testing facilities and research environments richer than the commercial world
or individual research laboratories can provide.

2.4.6 Future Scenarios for FIRE

For setting out a transition path from the current FIRE facilities towards such
a “FIRE Ecosystem”, AmpliFIRE identifies two key uncertainty dimensions
and in that space of outcomes proposes four alternative future development
patterns for FIRE (illustrated in Figure 2.2):

1. Competitive Testbed asa Service: FIRE asaset of individually competing
testbeds offering their facilities as a pay-per-use service.

2. Industrial cooperative: FIRE becomes a resource where experimental
infrastructures (testbeds) and Future Internet services are offered by co-
operating commercial and non-commercial stakeholders.

3. Social Innovation ecosystem: FIRE as a collection of heterogeneous,
dynamic and flexible resources offering a broad range of facilities
e.g. service-based infrastructures, network infrastructure, Smart City
testbeds, support to user centred living labs, and other.

4. Resource sharing collaboration: federated infrastructures provide the
next generation of testbeds, integrating different types of infrastructures
within a common architecture.

These scenarios are aimed at stretching our thinking, but FIRE must choose
its operating points and desired evolution along these two axes. The vertical
axis ranges from a coherent, integrated portfolio of FIRE activities at bottom
(a natural foundation) up to individual independent projects (the traditional
situation), selected solely for their scientific and engineering excellence. The
horizontal line reflects both the scale of the funded projects and the size of
the customer or end-user set that future FIRE projects will reach out to and
be visible to. Clearly FIRE must be open to good ideas at multiple points
along the scale of size. For the larger efforts, which need to engage a broad
cross-section of the engineering community or the end users, the impact can
be enormous.
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Figure 2.2 FIRE scenarios for 2020 [1].

Really innovative contributions may come from smaller, more aggressive,
riskier projects. Large-scale EC initiatives such as FI-PPP, 5G-PPP, Big Data
PPP and around Internet of Things (AIOTI) should have an influence on their
selection and justification. Early engagement is essential to accomplish this.

2.5 FIRE Vision and Mission in H2020

FIRE’s current mission and unique value is to offer an efficient and effective
federated platform of core facilities asa common research and experimentation
infrastructure related to the Future Internet; this delivers innovative and
customized experimentation capabilities and services not achievable in the
commercial market. FIRE should expand its facility offers to a wider spectrum
of technological innovations in EC programmes e.g. in relation to smart cyber-
physical systems, smart networks and Internet architectures, advanced cloud
infrastructure and services, 5G network infrastructure for the Future Internet,
Internet of Things and platforms for connected smart objects. In this role, FIRE
delivers experimental testing facilities and services at low cost, based upon
federation, expertise and tool sharing, and offers all necessary expertise and
services for experimentation on the Future Internet part of Horizon 2020. For
the medium term, FIRE’s mission and added value is to support the Future
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Internet ecosystem in building, expanding and continuously innovating the
testing and experimenting facilities and tools for Future Internet technological
innovation. FIRE continuously includes novel cutting-edge facilities into this
federation to expand its service portfolio targeting a range of customer needs in
areas of technological innovation based on the Future Internet. FIRE assumes
a key role in offering facilities and services for 5G. In addition FIRE deepens
its role in experimentally-driven research and innovation for smart cyber-
physical systems, cloud-based systems, and Big Data. This way FIRE could
also support technological innovation in key sectors such as smart manu-
facturing and Smart Cities. FIRE will also include “opportunistic” experi-
mentation resources, e.g., crowd sourced or citizen- or community- provided
resources.

For the longer term, our expectation is that Internet infrastructures,
services and applications form the backbone of connected regional and
urban innovation ecosystems. People, SMEs and organisations collaborate
seamlessly across borders to experiment on novel technologies, services and
business models to boost entrepreneurship and new ways of value creation.
In this context, FIRE’s mission is to become the research, development and
innovation environment, or “accelerator”, within Europe’s Future Internet
innovation ecosystem, providing the facilities for research, early testing and
experimentation for technological innovation based on the Future Internet.
FIRE in cooperation with other initiatives drives research and innovation
cycles for advanced Internet technologies that enable business and societal
innovations and the creation of new business helping entrepreneurs to take
novel ideas closer to market.

In 2020, FIRE is Europe’s open lab for Future Internet research, develop-
ment and innovation. FIRE is the technology accelerator within Europe’s
Future Internet innovation ecosystem. FIRE is sustainable, part of a
thriving platform ecosystem, and creates substantial business and societal
impact through driving technological innovation addressing business and
societal challenges.

2.6 From Vision to Strategic Objectives

The role of the FIRE vision and mission statement is to inspire for the
future, answering the question “Why FIRE?” and “Where to go?” Within
the context of uncertainties surrounding FIRE’s longer term future, the actual
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evolution of FIRE is shaped by the range of scenarios and by the planning and
implementation decisions that are being taken within the EC and within
FIRE and related initiatives. For example, the Fed4FIRE project to create
a high-level framework is driving coherence in technology, operations and
governance across many of the FIRE facilities. There are also interesting
implications regarding collaboration of FIRE facilities with related programs
such as Future Internet PPP and possibly the Big Data PPP which are more
oriented towards business innovation than FIRE. Testbeds participating in
these initiatives may have to operate in more than one scenario, requir-
ing them to adapt new operational models, legal contexts and technical
implementations.

To structure the process of identifying future directions, FIRE should
agree on strategic objectives for its mid- and longer term evolution. Technical
objectives oriented towards FIRE’s core activity are a necessity but they are
not sufficient on their own as FIRE also needs strategic positioning in terms
of how it achieves sustainable value creation activity and how it positions and
interacts with other major initiatives.

2.6.1 Strategic Objectives

We identified the overall strategic objective for FIRE as to become a
sustainable environment for research, development and innovation in the
Future Internet, supporting researchers and the community to tackle important
problems, and acting as an accelerator for industry and entrepreneurs to take
novel ideas closer to market. Figure 2.3 visualises the potential strategies that
could be employed to achieve these objectives in a high-level roadmap.

The key strategic objectives for FIRE will be:

e For 2016: to increase its relevance and impact primarily for European
wide technology research, but will also increase its global relevance.

e For 2018: to create substantial business and societal impact through
addressing technological innovations related to societal challenges.

e For 2018: to become a sustainable and open federation that allows experi-
mentation on highly integrated Future Internet technologies; supporting
networking and cloud pillars of the Net Futures community.

e For 2020: to become the RDI environment space that is attractive to both
academic researchers, SME technology developers, and industrial R&D
companies with emphasis on key European initiatives such as 5G, Big
Data, loT and Cyber-Physical Systems domains.
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Figure 2.3 Overall strategic direction of FIRE [2].

2.6.2 FIRE’s Enablers

AmpliFIRE’s report on FIRE Strategy [2] provides a detailed elaboration of
strategic directions for FIRE’s “enablers”: the domains of service offering,
facilities and federation, EC programme relations, ecosystem development,
and collaboration. Below we concisely address some of the main points.
Service offering. On the shorter term, FIRE’s service offer strategy must
ensure that FIRE remains relevant and meet current and future experimenter
demands and be driven by demand [5, 7]. FIRE should also promote common
tools and methodologies to perform experiments. FIRE’s offer in the next
years will transform towards a service-oriented framework where the concept
of Experimentation as a Service is central. The model presented in Figure 2.1
depicts how facilities or federations can offer a service to experimenters. The
lowest layer is the infrastructure, the actual physical machines. In the middle
is the platform layer, able to control the infrastructures in a more organized
manner, making use of predefined APIs, such as software-defined networks.
On the topmost layer, software can be run as a service, giving experimenters
access to applications. Crossing these layers, two services can be defines.
One is experimentation as a service, where experimentation is offered in a
customized approach with less or no concern about the infrastructure, platform
or services behind the scene; just knowing that it is available and can be
accessed is in most cases enough. The Fed4FIRE project serves as an example.
Additionally a final step could be knowledge as a service, where experimenters
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are helped in order to set up experimentation, but also that lessons can be
learned from the different experiments (what worked, what didn’t work) and
can be disseminated.

User and community ecosystem strategy. This will become a more
and more important aspect of FIRE strategy and future business model.
The concept of platform ecosystem and multi-sided platforms is potentially
relevant for FIRE and opens new opportunities. Unlike a value chain or supply
chain, a (multi-sided) platform-based activity brings together and enables
direct interactions within a value network of customers, suppliers, developers
and other actors. The range of FIRE facilities and services can be seen as
constituting a platform ecosystem facilitating multi-sided interactions. For
example, developer communities may use the FIRE facilities to directly work
with business customers on technology and product development, whereas the
current FIRE service model focuses on giving researchers and experimenters
access to FIRE facilities!. The issue is then to what extent the current FIRE
ecosystem realizes its opportunities and what the strategic options are to extend
the current FIRE model to a platform-based ecosystem model.

Collaboration strategy. Given FIRE’s positioning in the wider Future
Internet ecosystem collaboration in the shorter and longer term is essential
and must be grounded in clear value propositions [10]. To reach the next phase
FIRE should target both strong ties and loose ties collaboration. By strong ties
we refer to relationships that have developed throughout many years, while
loose ties collaboration is represented by more dynamic relationships. Both are
of equal importance. By close collaboration between different actors within
the FIRE value-network we can capitalize on sharing of testbed resources,
and foster FIRE to become more dynamic and user-driven to attract and serve
a wider base of partners. This also includes a complex prosumer exchange
value-network structure where providers of testbed assets also can be users
and vice versa. In existing FIRE collaborations these prosumer structures can
be found as strong elements for sustainability beyond the lifetime of a project
and foster long-term relationships. Also the framework for cooperation must
support flexible forms and easier entry into collaborations as well as to sustain
beyond the lifetime of a project.

As FIRE is positioned in an environment of continuous change also
FIRE collaboration relations will evolve and new relationships and partners

11n [3], AmpliFIRE discusses broadening the Future Internet user base by providing experi-
menter solutions, offering APIs that match community practices (BonFIRE, Experimedia).
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will emerge finding new opportunities for win-win by collaboration but
also defining new demands for being part of the FIRE value-network. In
this context FIRE needs evolution in several domains and even to reflect
on its position in being a “research and experimentation environment” as
this is being more attractive for research partners than other actors. How
can FIRE also serve stakeholders with specific interest in the development
of new services and products for the Future Internet with a commercial
purpose? These stakeholders are mainly representatives from industry and
their requirements on collaboration models might differ from the existing
more research oriented. To increase their attraction for FIRE collaboration
the FIRE value-network should be extended by complementary partners to
the traditional ICT actors, e.g. customers and users. But can FIRE really fit
all? FIRE will remain interested to cooperate with core initiatives within the
landscape of Future Internet research, innovation and experimentation, like
5G-PPP, FI-PPP, Internet of Things, Smart Cities, Big Data, which requires
FIRE to show a clear position on its offerings and uniqueness. Some examples:

e 5G-PPP: FIRE experimental facilities could potentially be of use for the
5G-PPP. Fed4FIRE offers a large number of federated facilities across
Europe of which most are potentially important for 5G testing (including
cellular networks, WiFi and sensor based networks, cognitive radio
networks, but also SDN and cloud facilities). CREW offers open access
to wireless testbed islands and advanced cognitive radio components as
well as support services.

e FI-PPP: integration of relevant FIRE facilities in XiFi’s federated nodes
infrastructure, especially physical computing/storage facilities and back-
end infrastructures such as sensor/loT networks used by applications and
services to run experiments on top of them.

o GEANT/NRENS: cooperation in terms of connectivity is ongoing in sev-
eral FIRE projects. Other opportunities could include extending GEANT
service offerings to include testbed as a service. Some related activities
are going on in federation of testbeds, and experiment management
towards Experimentation-as-a-Service (Fed4FIRE), and resource control
and experiment orchestration and monitoring (OpenLab, FLEX, CREW).
FIRE projects might extend their use of GEANT/NREN resources and
FIRE and GEANT may cooperate in services and resources. FIRE
may leverage GEANT facilities and improve GEANT services adding
services such as testbed access. FIRE and GEANT can also collaborate
on SDN/Networking Protocols & Management.
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e In relation to Smart Cities, and technological innovations in the domain
of Internet of Things and cloud computing of high relevance for
city innovation, FIRE moves further into this direction in projects such
as OrganiCity and FIESTA. Next steps would be to establish project-
oriented discussions and explore opportunities for common calls with
key organisations in this area.

In order to develop FIRE collaboration opportunities for the future the ability
in realization and implementation of concrete collaboration models will be
essential. To do so collaborating partners must be able to define what is the
goal of collaboration, what is the win-win and what are the assets used to enable
collaboration and to establish an exchange structure for the collaboration
as well as models for governance. Therefore we should ask ourselves Who
is the formal body to interact with and to formalize collaboration? Finally,
realizing the FIRE collaboration vision beyond 2020 requires to be linked
with and to influence what FIRE partners today and in the future define as the
strategic directions of FIRE and what partners want it to be to be attractive for
collaboration.

Portfolio management. There is an inevitable problem of getting coher-
ence with a selection of projects chosen individually for their excellence by
mostly academic referees. Incentives added in the past include asking projects
to present evidence of a relationship with existing FIRE projects (easy to do
towards the end of a Framework Programme, not so easy at the outset of one,
but FIRE’s continuity may alleviate this). This results in project groupings
which allow more varied approaches still focused on a single infrastructure
technology or bringing a single technology closer to end users.

One suggestion that has been raised in recent years is finding ways in
which the FIRE programme can provide some of the assistance and even
direction that is offered to start-up companies. This may involve management
attention and involvement in changing project directions that were difficult
to achieve under FP7 and may have become impossible in Horizon 2020.
Nonetheless, we present in this review the suggestion that a support action
focused on achieving earlier and better exploitation might be considered and
describe how it could work, and what problems it would solve.

Managing innovation and exploitation needs attention and could be
addressed more systematically. Today, many projects end after the first
demonstrations are presented. Exploitation may be planned, but it lies in the
future, if it happens at all. Project structures, as specified in future calls could,
by the middle period of 2016-2018, require that some projects have their
capabilities demonstrated and external interfaces ready for the first full review.
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These projects could then report progress on external utilization and exploita-
tion by the end of the project. Although not all projects will, or should,
achieve this, we can imagine seeing identification of partners and a pathway
to commercialization by the end of a FIRE project.

Future sustainability. Sustainability of the FIRE ecosystem has been
raised as a concern in many of the interviews we conducted after issuing the
draft FIRE radar vision document. Users want to see one or a few components
of a FIRE testbed sustained (or successfully evolving) and the ultimate
responsibility lies with the institutions in which these components reside.
If only one institution is involved, as is the case with iMinds in Belgium, a
member of OpenLab, Fed4FIRE and CREW, then sustainability of the several
component testbeds that iMinds supports (the Virtual Wall, the W.iLab.t and
others) is addressed through the institution pursuing multiple means of support.
In the case of iMinds, all modes seem to be open — EC funding, regional
support and industrial partnerships have all contributed. For testbeds whose
components are distributed over multiple institutions, projects like BonFIRE
and OFELIA have created informal consortia which continue beyond any
single EC integrated project, and link only the key partners. Typically these
consortia intend to offer something like Open Access or similar lightweight
short-term involvement in their testbed’s use, and will explore multiple sources
of funding to make this happen. Accounting systems to allow fairly precise
allocation of costs to the different uses that result are being created as they
will be needed downstream in this model. Finally, the OnelLab Foundation
is an actual legal entity that has been created to manage the activities of
the PlanetLab Europe, NITOS, and FIT-1oT Lille testbeds using the network
operating center (NOC) and federation toolkit that has been created under
OpenLab and Fed4FIRE.

2.7 FIRE Roadmap towards 2020
2.7.1 Milestones

The FIRE Roadmap of milestones is shown in Table 2.1 [3]. It essentially
pinpoints milestones for FIRE to deliver within the framework of roadmap
solutions. For example, “before 2016, open access will be a requirement of
a FIRE testbed”. The table is split into three phases: i) 2014-16, ii) 2016—
2018, iii) 2018-2020 that identify the milestones and decision points of the
roadmap. These phases are then broken down into a common template of
solutions within layers of the FIRE ecosystem:
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e The FIRE resources layer considers the role of the testbeds made
available through FIRE i.e. whose development is funded in part by the
FIRE programme. These represent an important element in achieving
objectives through making the right experimental facilities available,
sustaining facilities, and ensuring provision meets user demands.

e The FIRE service and access layer considers the services provided to the
user to allow them to perform experiments; these can be experimental
services to perform and monitor experiments (set up experiment, report
on results, etc.), services to utilise facilities directly (SLA management,
security, resource management), and central services managing the FIRE
offering (e.g. a FIRE portal). Also the mechanisms employed to allow
users to access and make use of the testbed are considered e.g. fully open
access, open calls, policy based access, etc.

e The FIRE Experimenter layer considers the consumer, i.e. the overall
FIRE user base who utilise the available FIRE testbed resources. Solu-
tions in this layer will implement changes in the user base, e.g. changing
from a traditional academic community in Europe, to a more global
community, and/or more industry and SME users.

¢ FIRE framing conditions solutions address the activities concerning the
ecosystem conditions and the activities carried out to operate FIRE, and
also integrate FIRE with wider initiatives.

Phase I: 2014-2016

In this period, partly covering the new Work Programme 2016-2017, we
expect continued and intensified attention to funding facilities that increase
impact and relevance by balancing Future Internet pillars. Testbeds in the
domain of software and services are prioritized. Cutting-edge testbeds should
be added in key areas 5G, 10T, Big Data and Cyber-Physical systems. Loosely-
coupled FIRE federation will be continued in order to simplify cross-domain
experimentation. In order to increase the experimental use of facilities, FIRE-
funded facilities will be required to offer open access Also, ease of use
and repeatability and reproducibility of experiments must be improved by
promoting Experimentation-as-a-Service concepts. Both actions aim at sim-
plifying cross-domain experimentation. The main priority regarding experi-
menter solutions is to increase the user base and actual use of facilities, by
making FIRE accessible to the larger Future Internet community, by offering
community APIs and establishing interoperability. The FI-PPP and GENI are
prominent initiatives in this time period. Also, common experimentation stan-
dards across initiatives will be required, such as cloud and loT APIs. Strategic



76  Next Generation Internet Research and Experimentation

alignment and collaboration between FIRE and other EC programmes (DG
CONNECT and wider) needs to be pursued, e.g. preparing for joint calls and
stimulating interactions among the Unit priority areas. FIRE as a community
needs to start working towards a credible level of organisation to prepare for
sustainability and professional service offers.

Phase I1: 2016-2018

In this period, FIRE establishes cutting-edge Big Data facilities relevant to
research and technology demands to support industry and support the solving
of societal challenges. Federation activities to support the operation of cross-
facility experimentation are continued. A follow-up activity of Fed4FIRE is
needed which also facilitates coordinated open calls for cross-FIRE experi-
mentation using multiple testbeds. Additionally, a broker service is provided to
attract new experimenters and support SMEs. This period ensures that openly
accessible FIRE federations are aligned with 5G architectures that simplify
cross-domain experimentation. Second, via the increased amount of resources
dedicated to Open Calls, FIRE will create an Accelerator functionality to
support product and service innovation of start-ups and SMEs. For this, FIRE
will establish a cooperation with regional players and other initiatives. FIRE
continues to implement professional practices and establishes a legal entity
which can engage in contracts with other players and supports pay per use
usage of testbeds.

Phase 111: 2018-2020

FIRE continues to add new resources that match advanced experimenter
demands (5G, large-scale data oriented testbeds, large-scale 10T testbeds,
cyber-physical systems) and offers services based on Experimentation-as-
a-service. The services evolve towards experiment-driven innovation. More
and more FIRE focuses on the application domain of innovative large-scale
smart systems. Implementing secure and trustworthy services becomes a key
priority, also to attract industrial users. Responsive SME-tailored open calls
are implemented, to attract SMEs. FIRE continues the Accelerator activity
by providing dedicated start-up accelerator funding. FIRE takes new steps
towards (partial) sustainability by experimenting with new funding models.
Sustainable facilities are supported with continued minimum funding after
project lifetime. FIRE community has achieved a high level of professional
operation. FIRE contributes to establishing a network of Future Internet initia-
tives which works towards sharing resources, services, tools and knowledge
and which is supported by the involved Commission Units.
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2.7.2 Towards Implementation — Resolving the Gaps

Setting out a vision, strategy and roadmap must go hand in hand with
being aware about the gaps that need to be resolved. Two categories can
be distinguished: 1) gaps with respect to the current FIRE offerings, and 2)
gaps with respect to the FIRE vision. The current FIRE offering has evolved
fromindividual projects, many of which had specific project objectives to build
testbeds on which to make experiments, but were not expected to federate with
others, be open for researchers outside of the project consortium, or continue
after the end of the project contract timeframe. The fact that these features
are now increasingly being offered is a result of earlier gap analyses by FIRE
stakeholders and actions taken by the EC to address the issues incrementally in
successive Calls for Proposals. The assessment of FIRE’s relevance for Future
Internet experimenters is, however, a continuous process; new technologies,
devices and protocols emerge and new ways of improving the experience
for both experimenters and testbed providers are identified. AmpliFIRE’s
Portfolio Capability Analysis [4] lists some of the main gaps with respect to the
current FIRE offering that have been identified by experimenters (or potential
experimenters). In many cases, these gaps reflect the increasing interest being
shown in the FIRE facilities by SMEs and industry organisations, as opposed
to the traditional users, who are largely from the academic community.

Many of the gaps, in particular those associated with the usage of FIRE
testbeds by a higher number of SMEs and industrial organisations, are common
to the needs for FIRE testbeds identified by the reports on FIRE Vision [1] and
FIRE Future Structure and Evolution [2]. However, we have identified addi-
tional requirements, related to 1) the concept of FIRE becoming the common
European Experimentation Infrastructure incorporating FIRE testbeds with
ESFRI, FI-PPP, CIP ICT-PSP, GEANT; and 2) the transitioning of the more
mature FIRE facilities towards business innovation and education platforms
within (for example) the EIT Digital context. In general terms — whilst FIRE
has been strong, historically on networking topics — more effort needs to be
placed now on service aspects and extending expertise into the commercial
area. Testbed-as-a-Service, Experimentation-as-a-Service, Knowledge-as-a-
Service, and all of the functions and tools that underpin these concepts
become increasingly important. We propose the following actions to address
the identified gaps:

e Common FIRE tools should be built for TaaS, EaaS and KaaS, rather
than each project developing their own.
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e One FIRE portal should exist, through which the resources of all FIRE
projects can be accessed by experimenters as a single entity.

e There should be a more coordinated approach to FIRE collaboration (e.g.
with respect to support for the FI-PPP, 5G-PPP, Big Data PPP etc.), rather
than the ad-hoc mechanisms applied today.

e For addressing the sustainability issue, an independent stakeholder
alliance funding mechanism to manage the European common platform
should be considered.

2.8 Main Conclusions and Recommendations

FIRE has evolved into a diverse portfolio of experimental facilities, increa-
singly federated and supported by tools, and responding to the needs and
demands of a large scientific experimenter community. Issues that require
attention include the sustainability of facilities after projects’ termination, the
engagement of industry and SMEs, and the further development of FIRE’s
ecosystem. A more strategic issue is to develop a full service approach
addressing the gaps between ecosystem layers and addressing integration
issues that are only now coming up in other Future Internet-funded projects. A
related challenge is to expand the nature of FIRE’s ecosystem from an offering
of experimental facilities towards the creation of an ecosystem platform
capable to attract market parties from different sides that benefit from mutual
and complementary interests. Additionally, FIRE should anticipate the shifting
focus of Future Internet innovation areas towards connecting users, sensor
networks and heterogeneous systems, where data, heterogeneity and scale
will determine future research and innovation in areas such as Big Data,
and 5G and 10T [9]. Such demands lead to the need for FIRE to focus on
testbeds, experimentation and innovation support in the area of “smart systems
of networked infrastructures and applications”.

To address the viewpoints identified by the FIRE community, the FIRE
initiative should support actions that keep pace with the changing state-
of-the-art in terms of technologies and services, able to deal with current
and evolving experimenter demands. Such actions must be based upon a
co-creation strategy, interacting directly with the experimenters, collecting
their requirements and uncovering potential for extensions. FIRE must also
collaborate globally with other experimental testbed initiatives to align with
trends and share expertise and new facilities. Where major new technologies
emerge, these should be funded as early as possible as new experimental
facilities in the FIRE ecosystem.
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This analysis leads to conclusions and recommendations regarding the
future direction of FIRE. The following is a concise summary of conclusions
and recommendations, grouped in three areas: (1) the vision and positioning
of FIRE, (2) the strategic challenges, and (3) the action plans. These con-
clusions and recommendations have been elaborated in more detail in the
AmpliFIRE D1.2 report [11].

2.8.1 FIRE Vision and Positioning

e FIRE’s strategic vision for 2020 is to be the Research, Development and
Innovation (RDI) environment for the Future Internet, creating business
and societal impact and addressing societal challenges. Adding to FIRE’s
traditional core in networking technologies is shift of focus in moving
upwards to experimenting and innovating on connected smart systems
which are enabled by advanced networking technologies.

e FIRE must forcefully position the concept of experimental testbeds
driving innovation at the core of the experimental large-scale trials
of other Future Internet initiatives and of selected thematic domains
of Horizon 2020. Relevant initiatives suitable for co-developing and
exploiting testbed resources include the 5G-PPP, Internet of Things
large-scale pilots, and e-Infrastructures.

2.8.2 Strategic Challenges for Evolution of FIRE

e FIRE should help establish a network of open, shared experimental
facilities and platforms in co-operation with other Future Internet ini-
tiatives. Experimental facilities should become easily accessible for
any party or initiative developing innovative technologies, products and
services.

¢ FIRE should establish a “technology accelerator” functionality, by itself
or in co-operation with other Future Internet initiatives, to boost SME
research and innovation and start-up creation. A brokering initiative
should provide broker services across the FIRE portfolio or via exploita-
tion partnerships. Community APIs should be offered to make FIRE
resources more widely available.

e FIRE’s core expertise and know-how must evolve: from offering facilities
for testing networking technologies towards offering and co-developing
the methodologies, tools and processes for research, experimentation and
proof-of-concept testing of complex systems. FIRE should establish a
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lively knowledge community to innovate methodologies and learn from
practice.

FIRE should ensure longer term sustainability building upon diversi-
fication, federation and professionalization. FIRE should support the
transition from research and experimentation to innovation and adop-
tion, and evolve from singe area research and experiment facilities
towards cross-technology, cross-area facilities which can support the
combined effects and benefits of novel infrastructure technologies used
together with emerging new service platforms enabling new classes of
applications.

FIRE should develop and implement a service provisioning approach
aimed at customized fulfilment of a diverse range of user needs. Moving
from offering tools and technologies FIRE should offer a portfolio of
customized services to address industry needs. FIRE should establish
clear channels enabling interaction among providers, users and service
exploitation by collaboration partners.

FIRE should become part of a broad Future Internet value network, by
pursuing co-operation strategies at multiple levels. Cooperation covers
different levels: federation and sharing of testbed facilities, access to and
interconnection of resources, joint provision of service offerings, and
partnering with actors in specific sectoral domains. In this FIRE should
target both strong ties and loose ties opportunistic collaboration. Based
on specific cases in joint projects, cooperation with 5G and loT domains
could be strengthened [10].

FIRE should evolve towards an open access platform ecosystem. Plat-
form ecosystem building is now seen critical to many networked
industries as parties are brought together who establish mutually bene-
ficial relations. Platforms bring together and enable direct interactions
within a value network of customers, technology suppliers, developers,
facility providers and others. Developer communities may use the FIRE
facilities to directly work with business customers and facility providers.
Orchestration of the FIRE platform ecosystem is an essential condition.

2.8.3 Action Plans to Realize the Strategic Directions

e The ongoing development towards federation of testbeds should be

strongly supported; it is a key requirement now and in the future. We
have proposed several actions to accomplish this goal, which is taken up
in the Work Programme 2016-2017.
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e FIRE should strengthen the activities aimed at wider exploitation of its
testbed resources by increasing the scope and number of experiments and
experimenters using FIRE facilities.

e FIRE should increase the number of projects and experiments that lead to
resolving societal challenges. Bring end user communities to the FIRE
community to stimulate innovation for the social good. Promote open
source community building methods such as hackhatons and open source
code.

e FIRE should initiate actions to leverage its resources to start-ups and
SMEs.

e FIRE should initiate activities aimed at decreasing the time to market for
experimenters.

e FIRE should maintain and strengthen its relevance for the researcher
community.

e The potential capability of FIRE facilities and resources for regional
development, to support technology development and product and
service innovation, should be exploited.

e FIRE should expand its range of facilities to also address research and
innovations in sectors where “networked, smart systems” are crucial for
innovation.

e FIRE facilities are to be exploited for standardisation activities (proof-
of-concept).

e FIRE should selectively engage in international co-operation, based on
reciprocal and result oriented actions.

e Create co-operation across Future Internet related initiatives and stimu-
late alignment of EC units.

e FIRE should establish a professionally coordinated community to lead
its development toward 2020.

2.9 Final Remarks

As explained in Section 2.2’s vision and mission statement for FIRE and
detailed in Sections 2.3-2.4, we foresee a further development of FIRE’s
mission and value offer. One particular challenge is to expand the nature
of the FIRE’s ecosystem, from offering facilities to mostly experimenters
in academic research institutes towards a wider spectrum of actors in a
growing FIRE ecosystem, including large businesses and SMEs, developer
communities, and other initiatives or programmes. FIRE will continue to
offer an efficient and effective federated platform of core facilities as a
common research and experimentation infrastructure related to the Future
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Internet; this delivers innovative and customized experimentation capabilities
and services not achievable in the commercial market. FIRE will expand
its facility offers to a wider range of technological developments in EC
programmes e.g. in relation to smart cyber-physical systems, smart networks
and Internet architectures advanced cloud infrastructure and services, 5G
network infrastructure for the Future Internet, Internet of Things and platforms
for connected smart objects. FIRE delivers experimental testing facilities
at low costs based upon federation, expertise and tool sharing, offering all
necessary expertise and services for experimentation on the Future Internet
part of H2020. In the longer term, FIRE’s mission is to be the research,
development and innovation environment, or “accelerator” within Europe’s
Future Internet innovation ecosystem, providing the facilities for research,
early testing and experimentation of innovative technologies and solutions, by
accelerating Future Internet technology-induced innovation cycles resulting
in advanced applications and business support leading to the creation of hew
market opportunities. The overall strategic objective for FIRE is to become
a sustainable ‘R&D&I lab’-like facility for research in the Future Internet;
supporting researchers and the community to tackle important problems, and
acting as an accelerator for industry and entrepreneurs to take novel ideas
closer to market.

The strategy to realize this future role is multidimensional and AmpliFIRE
jointly with the FIRE community and the Commission have been working
towards the definition of a set of strategic objectives aimed at 2020, and a
range of activities to realize the 2020 objectives.

The strategy includes the following key recommendations:

e Establish an easily accessible network of open and shared experimental
facilities and platforms and create partnerships with other Future Internet
initiatives to realize this.

e Target industry and SME innovators by establishing an *“accelerator”
functionality, starting with creating a market interface aimed at aligning
demands and offers.

e Increase the number of experiments and experimenters using FIRE,
attracting new user/stakeholder groups such as large ICT companies,
developer companies, SME innovators, Smart Cities and regions, and
other EC programmes.

e Target business innovator needs related to accelerating product and
service innovation and go-to-market, addressing the needs and demands
of companies in different stages of their development lifecycle. Work
together with innovation intermediaries.
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1iMinds, Belgium
2Eurescom GmbH, Germany

3.1 Introduction

The Fed4FIRE? project has established a European Federation of experimenta-
tion facilities and testbeds and developed necessary technical and operational
federation framework enabling the federation operation. With its 23 tesbeds,
the Fed4FIRE represents the largest federation of testbeds in Europe which
allows remote testing in different areas of interests; wireless, wireline, open
flow, cloud, etc. Various user friendly tools established by the Fed4FIRE
project enable remotely usage of the federated testbeds by experimenters who
can combine different federation resources, independently on their location,
and configure it as it is needed to perform the experiment.

The main idea behind the Fed4FIRE Federation of testbeds is to enable
easy and efficient usage of already available experimental resources by the
entire research and innovation community in broad area of Future Internet and
Communications Technologies (ICT) as well as various vertical application
sectors applying the ICT, such as Energy, Health, Automotive, Transport,
Media, etc. To ensure it, the Fed4FIRE project worked on establishing the
federation of testbed for benefit of both testbed providers and experimenters
by taking into consideration their particular requirements and interests.

Until now, more than 50 experiments have been using the Fed4FIRE
experimental facilities and tools. Part of them took opportunity of seven Open

!Fed4FIRE is an Integrating Project under the European Union’s Seventh Framework
Programme (FP7) addressing the work programme topic Future Internet Research and Exper-
imentation. It started in October 2012 and has been running for 51 months, until the end of
2016 — http://www.fed4fire.eu/

87



88 Fed4FIRE — The Largest Federation of Testbeds in Europe

Calls for Experiments organized by Fed4FIRE project in last three years.
Other experimenters used the Fed4FIRE Open Access mechanism which
allows free of charge access to the experimental facilities and support for
setting up the experiments from Fed4FIRE team.

The Fed4FIRE experimenters had opportunity to experience all advan-
tages of the Fed4FIRE tools, to configure and successfully execute planned
experiments. The feedback received from the experimenters on usability of
Fed4FIRE facilities and tools was very positive. Moreover, the most of the
performed experiments would be even not possible without provision of the
Fed4FIRE federation and its experimental facilities. Thus, the Fed4FIRE
facilities helped the experimenters to further explore their research and
business development based on results gathered from the experiments.

This chapter is organized as follows; In Section 3.2, overall needs for
the federated experimentation facilities and scope of a federation of testbeds
as well as Fed4FIRE approach to establish a testbed federation, including
currently involved testbeds, have been elaborated. Common framework for
establishing large-scale federation of testbeds, including its architecture, fed-
eration tools, and specific requirements for the involved testbeds are presented
in Section 3.3, followed by discussion on experiments performed in Fed4FIRE
and related added value for both experimenters and the federation, including
support provided to various types of experiments performed by different type
of organizations, in Section 3.4. The federation operation models and possible
structures are presented in Section 3.5, where related sustainability issues are
considered as well. The chapter is concluded with a brief summary of main
Fed4FIRE achievements (Section 3.6).

3.2 Federated Experimentation Facilities

3.2.1 Requirements from Industry and Research

The Future Internet experimentation require a broad availability of facili-
ties offering testing resources which apply the latest developed networking
solutions and computing technologies, including testbeds established by the
most relevant actual and recent research activities across Europe and world-
wide. The researchers and developers from both industry and academic
environments need to be able to perform experimental research by using the
up-to-date testbeds as efficient as possible, to cope with nowadays’ trends of
a very fast development and implementation of innovative services and appli-
cations. Moreover, for the efficient experimental research and development of
complex Future Internet solutions and systems, possibility to use combinations
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of different testing resources simultaneously is also extremely important.
As the different testing resources are geographically distributed, a significant
requirement on the Future Internet experimentation facilities is to be accessible
and configurable from remote locations.

In order to meet the mentioned requirements, the future experimental
facilities have to ensure the following:

e Simple, efficient, and cost effective experimental processes considering
requirements and constraints of both experimenters and facility owners.

e Common frameworks that will be widely adopted by different exper-
imentation facilities and used by different experimenter communities,
and

e Increased trustworthiness and efficiency of the experimental facilities,
including a sustainable environment for the needed testbeds continuously
ensuring their updates in accordance with actual experimenters needs.

A specific requirement of the academic communities, such as universities and
research centers is support for long-term research and the related scientific
activities. On the other hand, the industry stakeholders, in particular SMEs,
are interested to test systems and solutions under investigation for specific
operational scenarios, directly aiming at exploitation of innovative products
and services and establishing short-term close-to-market solutions. Of course,
in lots of cases, interests of both industry and academia are overlapping, in
particular in medium-term and applied research. Furthermore, there are joint
undertakings by industry and academia in the research and innovation activ-
ities, including knowledge transfer, where interests of both communities are
merging into common requirements towards the future experimental facilities.
However, contrary to the all research and industry requirements discussed
above, the existing testbeds in Europe, which also apply for rest of the world,
have been created to support experimentation in specific domain, targeting
a narrow set of technology, and are usually a limited number of potential
users and experimenters. The testbeds are implemented by various initiatives;
e.g. EU or national research project, individually established partnerships
among academia and industry, private investments in industry environments,
publicly funded universities and research institutions, etc. Accordingly, all
the individual testbeds are using different frameworks and tools to set-up and
execute experiments creating of course a big disadvantage for experimenters,
who need to get familiar with the different experimentation tools every time
they use different testbeds. Furthermore, only a limited number of testbeds
can be combined with other testing facilities placed in different locations and
do not foresee remote configuration of the experiments and their execution.
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Further important aspects of having appropriate experimental facilities is
their maintenance to ensure that the testbeds are always ready to be used and
are updated in accordance with the newest technological developments and
trends. To ensure it, it is necessary to establish a common testbed framework
supporting the testbed owners and operators to cope with this requirement
within a kind of sustainable environment by involving both the experimenters
and the testbed providers.

3.2.2 Establishing Fed4FIRE Federation of Testbesd

Fed4FIRE project defined its objectives along the broad requirements of the
industry and research community on the Future Internet experimental research.
Accordingly, establishment of a sustainable large-scale federation of testbeds
has been identified as the main Fed4fFIRE project goal.

On the first instance, the federation of testbeds has to be established for
benefits of both experimenters and testbed providers (Figure 3.1) and to enable
easy usage of experimental resources available in the federation for a broad
range of experimenters as well as to allow testbeds to easily join the federation
and offer their testing and experimental services.

To ensure it, Fed4FIRE has been working on definition nand implemen-
tation of a federation framework, which includes a set of federation tools
ensuring the following:

e Easy discover of testing resources in the federation by the experimenters
e Easy set-up and configuration of the experiments, by combining various
experimental resources available in the federation

Figure 3.1 Benefits for experiments to use and for testbeds to join the federation of testbeds —
overview.
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e Experimentexecution, including experiment scheduling, monitoring, and
gathering testing results

The Fed4FIRE project worked on establishment of the federation framework
and tools in several development cycles. Between the cycles, Fed4FIRE
offered its experimental facilities to a wide range of users to gather feedback on
their usage, which was then taken into account while improving and upgrad-
ing the common framework and the experimentation tools. Furthermore,
Fed4FIRE started with a number of testbeds involved and over the project life
time further testbeds joined, so that the Fed4FIRE federation offer has been
significantly enlarged and experience from joining process of the new testbeds
has been gathered to improve the overall framework and the related tools.

3.2.3 Experimentation Facilities in Fed4FIRE

Fed4FIRE established a federation of 23 testbeds encompassing different
technologies and stretching over Europe (Figure 3.2), also with connections
outside Europe, and its represents the largest federation of testbeds in Europe

Figure 3.2 Testbeds involved in Fed4FIRE federation of testbeds.
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and probably also world-wide. The federation involves testbeds focused on
wired and wireless communications as well as open flow and cloud based
technologies, including further specific testbeds (Table 3.1). The Fed4FIRE
federation is open for new testbeds which are willing to join and is expected
to grow further in the future.

Table 3.1 Brief description of Fed4FIRE facilities per testbed category

Wired Testbeds:

Virtual Wall (iMinds)

PlanetLab Europe (UPMC)

Ultra Access (UC3M, Stanford)

10G Trace Tester (UAM)

PL-LAB (PSNC)

Emulation environment with 100 nodes interconnected
via a non-blocking 1.5 Tb/s Ethernet switch and a
display wall for experiment visualization

European arm of the global PlanetLab system,
providing access to Internet-connected Linux virtual
machines world-wide

Next Generation of Optical Access research testbed
10 Gbps Trace Reproduction Testbed for Testing
Software-Defined Networks

Distributed laboratory in Poland focusing on Parallel
Internet paradigms

Wireless Testbeds:

Norbit (NICTA)
w-iLab.t (iMinds)
NITOS (UTH)
Netmode (NTUA)
SmartSantander (UC)

FuSeCo (FOKUS)

PerformLTE (UMA)

C-Lab (UPC)

IRIS (TCD)

LOG-a-TEC (JSI)

Indoor Wi-Fi testbed located in Sydney, Australia

For Wi-Fi and sensor networking experimentation
Outdoor testbed featuring Wi-Fi, WiMAX, and LTE
Wi-Fi testbed with indoor facilities

Large scale smart city deployment in the Spanish city of
Santander

Future Seamless Communication Playground,
integrating various state of the art wireless broadband
networks

Realistic environment composed of radio access
equipment, commercial user equipment, and core
networks connected to Internet

Community Network Lab involving people and
technology to create digital social environments for
experimentation

Implementing Radio In Software, a virtual computation
platform for advanced wireless research

Cognitive radio testbed for spectrum sensing in TV
whitespaces and applications in sensor networks

Open Flow Testbeds:

UBristol OFELIA island

Testbed for Future Internet technologies, specifically
Software Defined Networking (SDN)/OpenFlow and
virtualization
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Table 3.1 Continued

i2CAT OFELIA island

Koren (NIA)

NITOS (UTH)

Testbed for Future Internet technologies, specifically
Software Defined Networking (SDN)/OpenFlow and
virtualization

High-speed research network in Korea interconnecting
six nodes with OpenFlow and DCN switchess
Outdoor testbed featuring Wi-Fi, WiMAX, and LTE

Cloud Computing Testbeds:

BonFIRE (EPCC, Inria)
Virtual Wall (iMinds)

Multi-cloud testbed for services experimentation
Emulation environment with 100 nodes interconnected
via a non-blocking 1.5 Th/s Ethernet switch and a
display wall for experiment visualization

Other Technologies:

FIONA (Adele Robots)

Tengu (iMinds)

Cloud platform for creating, improving and using
virtual robots
Big data analysis (iMinds)

3.3 Framework for Large-scale Federation of Testbeds

3.3.1 Framework Architecture and Tools

3.3.1.1 Experiment lifecycle

The Fed4FIRE architecture has been built taking requirements from various
stakeholders into account, including testbed and service providers and exper-
imenters, with sustainability in mind and aiming to support as many actions
from the experiment lifecycle as possible. The experiment lifecycle covers a
number of functionalities summarized in Table 3.2.

Table 3.2 Functionalities of Fed4FIRE lifecycle

Function

Description

Resource discovery

Resource specification

Resource reservation

Resource
provisioning

Direct (API)

Finding available resources across all testbeds, and
acquiring the necessary information to match required
specifications.

Specification of the resources required during the
experiment, including compute, network, storage and
software libraries.

Allocation of a time slot in which exclusive access and
control of particular resources is granted.

Instantiation of specific resources directly through the
testbed API, responsibility of the experimenter to select
individual resources.

(Continued)
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Table 3.2 Continued
Function Description
Orchestrated  Instantiation of resources through a functional
component, which automatically chooses resources that
best fit the experimenter’s requirements.

Experiment control Control of the testbed resources and experimenter scripts
during experiment execution through predefined or
real-time interactions and commands.

Monitoring Facility Instrumentation of resources to supervise the behavior and

monitoring performance of testbeds, allowing system administrators
or first level support operators to verify that testbeds
performance.

Infrastructure  Instrumentation by the testbed itself of resources to

monitoring collect data on the behavior and performance of services,
technologies, and protocols.

Measuring Experiment  Collection of experimental data generated by frameworks
measuring or services that the experimenter can deploy on its own.
Permanent storage Storage of experiment related information beyond the

experiment lifetime, such as experiment description, disk
images and measurements.

Resource release Release of experiment resources after deletion or
expiration the experiment.

3.3.1.2 Resource discovery, specification, reservation

and provisioning
3.3.1.2.1 Architectural components
Figure 3.3 details the part of the architecture responsible for resource dis-
covery, specification, reservation and provisioning, from the viewpoints of
the federator, the testbed provider, the experimenter and actors outside of the
federation.

At the federator side, the following components are located: the portal
(central starting place for new experimenters), the member and slice authority
(registration), the aggregate manager (AM) directory (overview of the contact
information of the AMs of all available testbeds available in the federation), the
documentation center (http://doc.fed4fire.eu), the authority directory (authen-
tication/authorization between experimenters and testbeds, supported through
specific experimenter properties included in the experimenter’s certificate,
signed by an authority), the service directory (federation and application
services), the reservation broker (for both instant and future reservations).

At the testbed side, the resources (virtual or physical nodes) are located, as
well as the testbed management component (AM, responsible for discovery,
reservation and provisioning of local resources through any desired software
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Figure 3.3 Fed4FIRE architecture components.

framework), an optional authority (member and slice) and optional application
services (abstracting the underlying technical details of the provided services,
relying on X.509 certificates for authentication and authorization).

At the experimenter side, we find the toolset to facilitate experimentation,
such as a browser to access the hosted tools (portal, future reservation broker,
documentation center, application services, etc.) and stand-alone tools to
handle testbed resources (Omni, SFI, NEPI, jFed, etc.).

Outside of the federation, relevant components include the resources of
testbeds that are not part of the federation, the testbed manager to handle these
resources, any application services on top of resources in- or outside of the
federation, and services authorities.
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Several aspects of this architecture originate from the Slice-based Federa-
tion Architecture (SFA)?: the Aggregate Manager API, the member authorities
and the slice authorities. A slice bundles resources belonging together in an
experiment or a series of similar experiments, over multiple testbeds. A sliver
is the part of that slice which contains resources of a single testbed. One uses
an RSpec (Resource Specification) on a single testbed to define the sliver on
the testbed. The RSpec and thus the sliver can contain multiple resources. The
GENI AM API details can be found at the documentation website3.

3.3.1.3 Other functionality
Similar architecture diagrams are available for monitoring and measurement,
experiment control, SLA management and reputation services.

For monitoring, the following components can be distinguished at the
testbed side: (1) facility monitoring (to see if the testbed is up and running)
that exports an Open Measurement Library (OML) stream to the federator’s
central OML server, (2) infrastructure monitoring (to collect data on behavior
and performance of local services, technologies, and protocols, as well as on
resources from a specific experiment), (3) the OML measurement library (for
measuring specific experiment metrics), an optional OML server (the endpoint
of amonitoring or measurement OML stream that stores that in a database) and
(4) an optional measurement service with proprietary interface. The federator
then offers the FLS dashboard to give a real-time view on the facilities” health
status, the central OML server for FLS data, nightly login testing and the
(optional) data broker for experiment data from OML streams.

For experiment control, the testbed provides (1) an SSH server on each
resource, (2) a resource controller that invokes actions through the Federated
Resource Control Protocol (FRCP), (3) an Advanced Message Queuing
Protocol (AMQP) server to communicate the FRCP messages, (4) the Policy
Decision Point (PDP) that enables authorization and (5) the experiment control
server to execute the experiment’s control scenario.

Related to SLAs, the SLA management module at each testbed is
responsible for supervising the agreement metrics and processes all relevant
measurements from the monitoring system. The SLA collector acts as a
broker between these modules and the client tools, such as the SLA front-end
tool provided in the Portal, and gathers warnings and experimenter-specific
evaluations. The SLA dashboard allows testbed providers to view the status
of active SLAs on their facilities.

2http://groups.geni.net/geni/attachment/wiki/SliceFed Arch/SFA2.0.pdf
3hitps://fed4fire-testbeds.ilabt.iminds.be/asciidoc/federation-am-api.html
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The architecture further supports layer two connectivity between testbeds,
service composition (through YourEPM), speaks-for credentials for trust chain
relationships, ontology-based resource selection and first level support (FLS)
monitoring.

3.3.2 Federating Experimentation Facilities

In order to support the federation of experimentation facilities, we define
different classes of testbeds and different types of federation.

3.3.2.1 Classes of testbeds
Atestbed is a combination of hardware and testbed management software. We
make a difference between two classes of testbeds which could join the fed-
eration or be compatible with Fed4FIRE: (1) type A, which includes testbeds
with resources that can be controlled through SSH, FRCP or Openflow, and
(2) type B, which are accessible through service APIs only. Type A testbeds
have the ability to share resources between different users, shared over time
or in parallel (through multiplexing or slicing) and support the concept of
credentials and dedicated access (e.g. through SSH). Type B testbeds offer a
particular service with a (proprietary or standard) API and support the concept
of credentials.

As an example, the Virtual Wall which provides physical or virtual
machines with SSH access is type A, while SmartSantander, providing a
proprietary REST API to fetch the measurement results, is a type B testbed.

3.3.2.2 Types of federation

Three types of federation are defined: (1) association, (2) light federation and
(3) advanced federation. Associated testbeds are not technically federated,
but are mentioned on the Fed4FIRE website with a link to the testbed specific
documentation. These testbeds have to organize their own support.

Light federation is the same for type A and type B testbeds. The testbeds
need to provide support for Fed4FIRE credentials in a client based SSL API,
maintain specific documentation for experimenters (on a webpage maintained
by the testbed), adhere to the policy that everyone with a valid Fed4FIRE
certificate can execute the basic experiment that is document without extra
approval, provide facility monitoring and ensure a public IPv4 address for
connectivity to the API server. The Fed4FIRE federation in turn offers
test credentials for testing the federation, information on enabling PKCS12
authentication, a central monitor dashboard, at least one client tool exporting
PKCS12 credentials fromthe X.509 certificate, at least one authority to provide
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credentials, a central documentation website linking to all testbeds and central
support (google group and NOC) for first help and single point of contact.
This light federation makes it possible to have an easy way to federate with
Fed4FIRE and as such testbeds can easily join a very ad-hoc and dynamic
way for a short period of time.

For advanced federation, type Aand type B testbeds are treated differently.
Type A testbeds need to provide support for GENI AMv2 or AMv3 (or later
versions), maintain specific documentation (on a webpage maintained by the
testbed), adhere to the policy that everyone with a valid Fed4FIRE certificate
can execute the basic experiment that is document without extra approval,
provide facility monitoring through the GENI AM API and ensure a public
IPv4 address for the AM and a public IPv4 or IPv6 address for SSH login to
the testbeds resources, and offer basic support on the testbed functionalities
towards experimenters. In turn, the Fed4FIRE federation offers testing tools
for the AM API, nightly testing of the federation functionality, a central
monitor dashboard, at least one client tool having support for all federated
infrastructure testbeds, at least one authority to provide credentials, an SSH
gateway (to bridge e.g. to IPv6, VPNs, etc.), a central documentation linking
to all testbeds and central support (google group and NOC) for first help and
single point of contact.

Advanced federation for type B testbeds can be supported through service
orchestration on the “YourEPM’ (Your Experiment Process Model) tool which
is designed to provide high level service orchestration for experimenters, based
on open standards such as BPMN (Business Process Model and Notation) and
BPEL (Business Process Execution Language). YourEPM presents a web GUI
that automatically obtains information on available services from the service
directory that collects service descriptions from the specific URL provided by
each testbed. The communication with the services from YourEPM is ensured
using general wrappers to specific technologies (i.e. REST, SFA). This tool
can also be integrated with the jFed tool to extend the orchestration to include
testbed resources. In order for YourEPM to use application services available
in the federation, type B testbeds which want to have an advanced federation
with Fed4FIRE have to provide a description of the service APl in RAML, so
that the tool can invoke it automatically.

3.3.2.3 Workflow for federation

Figure 3.4 highlights the typical workflow for a new testbed to be federated,
starting with the existing documentation on how experimenters can use already
federated testbeds.
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Figure 3.4 Workflow for testbeds joining the federation.

3.3.3 Federation Tools

3.3.3.1 Portal

The Fed4FIRE portal* is the central starting place for new experimenters and
provides the testbed and tools directory, links to the project website and to
the First Level Support service, support for the registration of new users.
Furthermore, it acts as an experimentation tool for discovery, reservation and
provisioning of resources and as a bridge to experiment control tools. It is
powered by MySlice software®.

3.3.3.2 jFed

jFed® is a java-based framework to support experimenters to provision and
manage experiments, to assist testbed developers in testing their API imple-
mentations and to perform extensive full-automated tests of the testbed APIs
and testbeds, in which the complete workflow of an experiment is followed.

3.3.3.3 NEPI
NEPI’, the Network Experimentation Programming Interface, is a life-cycle
management tool for network experiments, that helps to design, deploy and

“https://portal.fed4fire.eu
Shttp://myslice.info
®http://jfed.iminds.be
"http://nepi.inria.fr
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control network experiments, and gather the experiment results. It supports
design and control through the federated resource control protocol FRCP.

3.3.3.4 YourEPM

YourEPM is an Experiment Process Manager that allows high level application
service orchestration in the federation. It connects experiment owners, testbed
facilities and federator central coordination with both automated and manual
processes for experiment planning, execution and analysis.

3.4 Federated Testing in Fed4FIRE

3.4.1 Overview of Experiments on Fed4FIRE

Fed4FIRE offers its testbeds for use and experimentation to a wide community
and to all interested parties. This is offered through a system of either Open
Calls by which selected proposals received financial support to carry out the
experiments or through a system of Open Access by which any interested
party can set up and run an experiment on the facility. Since its initial set
up as a federation, Fed4FIRE has supported over 50 experiments through its
Open Calls, out of over 150 submitted proposals, which were oriented towards
SMEs, industry, academic or research parties (Figure 3.5).

Utilization of the federation testbeds used by different experiments
accepted in the Open Calls is presented in Figure 3.6 (colors indicate type
of the testbeds used according to testbed overview from Figure 3.2).

3.4.2 Complexity of the Fed4FIRE Experiments

One measure which can be used to indicate the complexity of the experiment
which is run on the Fed4FIRE facilities is the number of testbeds in use.

Figure 3.5 Overview of the proposals and accepted experiments through the open call
mechanism.
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Figure 3.6 Utilization of Fd4FIRE testbeds by experiments.

Figure 3.7 already illustrates the need for a federated facility as more than
70% of the experiments make use of more than 1 testbed. What is even more
clearly demonstrating the value of Fed4FIRE is the fact that if one uses the
categories of technologies as defined above (wired/wireless/cloud/open flow/
other), more than half of the experiments use testbeds which are positioned

Figure 3.7 Number of simultaneously used testbeds in experiments.
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Figure 3.8 Number of simultaneously used test bed technologies in experiments.

in different technology areas (Figure 3.8). This clearly demonstrates the added
value of a federated facility like Fed4FIRE covering different technologies.

3.4.3 Value to the Experimenter

Nearly all of the experimenters have chosen to submit an experiment to
Fed4FIRE:

e To test and evaluate their products in a real environment which is by
some companies used as sales argument and proof of the performance
or reliability of their product to potential customers “To test in a real
testbed scenario some of the algorithms devised on paper”

e To prepare their products for the market. “Fed4FIRE learned us that we
are market-ready for large business”

e To test and evaluate scalability of their products or to carry out stress-
tests on their products. Fed4FIRE clearly has the size to carry out these
tests “To identify problems with scalability”

e Because of the uniqueness of the Fed4FIRE testbeds offering tech-
nologies which are not available in commercial testbeds: “To access
infrastructures that otherwise would not be reachable”

e Because of the financial support received, an argument which is repeated
by nearly all SMEs which ran an experiment on Fed4FIRE “We
would have spent thousands of euros to create an infrastructure for
testing”
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From this feedback, which is collected from all experiments, it is clear that
all experimenters indicate a significant to extreme impact on their business
from the experiment. This impact slightly differs over the calls, but it is clear
that the impact for SME’s is more significant than for the standard Open Call
experiments in which larger research groups or industrial partners participate.

3.4.4 Support Provided by the Federation to SMEs

Through its Open Calls for SMEs, Fed4FIRE has the objective to make the
federated infrastructure easier and more directly available for execution of
innovative experiments by experimenters at SMEs. The experiments envis-
aged were of a short duration (maximum 4 months) and examples included
but were not limited to testing of new protocols or algorithms, performance
measurements, service experiments.

Specific benefits for SMEs were identified as:

e Possibility to perform experiments that break the boundaries of different
FIRE testbeds or domains (wireless, wired, OpenFlow, cloud computing,
smart cities, services, etc.)

e Easily access all the required resources with a single account.

e Focus on your core task of experimentation, instead of on practical
aspects such as learning to work with different tools for each testbed,
requesting accounts on each testbed separately, etc.

e A simplified application process with a dedicated review process by
external judges

An extra benefit which is offered towards SMEs is the dedicated support
from specific Fed4FIRE members. Each SME, preparing a proposal was
appointed a supporting Fed4FIRE consortium partner (the “Patron”) which
was in charge of dedicated (advanced) support of the experiment. This Patron
received additional funding to provide this support in setting up, running and
analysing the results of the experiment.

This support was provided in 2 layers:

A. Basic support

e Guaranteeing that the facility is up and running (e.g. answering/solving
“could it be that server X is down?”)

e Providing pointers to documentation on how the facility can be used (e.g.
“how to use the virtual wall testbed” => answer: check out our tutorial
online at page x”)
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e Providing pointersto technical questions as far as relevant (e.g. answering
“do you know how I could change the WiFi channel” => answer: yes, it
is described on following page: y”; irrelevant questions are for example
“how to copy a directory under Linux”)

B. Dedicated (advanced) support includes all of the following supporting
activities by the patron:

e Deeper study of the problem of the SME: invest effort to fully understand
what their goals are, suggest (alternative) ways to reach their goals. To put
it more concretely (again using the example of the Virtual Wall testbed),
these SMEs do not need to know the details on the Virtual Wall or how it
should be used, they will be told what is relevant to them and can focus
on their problem, not on how to solve it.

e Help with setting up the experiments (e.g. “how to use the virtual
wall” => answer: the tutorial is there, but let me show you how what is
relevant for you, let me sit together with you while going through this
example and let us then also make (together) an experiment description
that matches what you are trying to do.

e (Joint) solving of practical technical problems (e.g. “do you know how
I could change the WiFi channel” => yes, it is described on page vy, in
your case you could implement this as following: . . ., perhaps we should
quickly make a script that helps you to do it more easily, ...).

e Custom modifications if needed: e.g. adding third-party hardware and
preparing an API for this.

e Technical consultancy during/after the experiments (e.g. “I do get result
x but would have expected y, what could be the problem?”).

All of the SMEs, submitting a proposal to run an experiment sought this
support already while preparing their proposal.

3.4.5 Added Value of the Federation

The following quotes are taken form some of the reports of the experiments
that ran on Fed4FIRE. They clearly illustrate why experimenters come to
Fed4FIRE

e We wouldn’t be in this position now if we hadn’t had access to Fed4FIRE
facilities

e There is no alternative to Fed4FIRE as a platform hosting different
technologies
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e Fed4FIRE is independent of any other infrastructure, .. .. for companies
is very important to avoid vendor lock-in, ....

e Running the experiment at a commercially available testbed infrastruc-
ture would have been unlikely mainly because of the novelty of some
implemented solutions.

e The federation’s main contribution is making individual facilities visible
and usable through a homogenous set of standards and tools.

e Diversity and quantity of the nodes ...different technologies, types
-outdoor/indoor-, different locations, possibility to combine infrastruc-
tures and resources.

e To develop projects that can provide services at European level, with
millions of potential users at the same time, it is necessary to have a test
infrastructure with sufficient technical resources.

e An experiment in Fed4FIRE is so close to reality that any development
carried out in the environment can be migrated to a commercial platform.

e Thanks to the Fed4FIRE federation we had the chance to test our platform
in a production — like environment. If there were no federation, our tests
would have been less effective for our business objectives.

3.5 Operating the Federation

3.5.1 Federation Model, Structure and Roles

The operational model follows a service oriented approach that crucially
provides services to both experimenters and testbeds, as both experimenters
and testbeds are needed in adequate quantities and varieties for a successful
federation.

Towards experimenters, the Federator offers identity management through
single sign-on, a portal with basic information about the federation, at least
one stand-alone tool for resource management, comprehensive documen-
tation, First Level Support, advice and brokering, and reporting on KPIs
(testbed availability, usage, performance of federation services, etc). Towards
testbed providers, the Federator facilitates technical interoperation, provides
compliant tools and portal, promotes the federation, and acts as a broker
between experimenters and testbeds and reports on KPIs. The Federator also
promotes the usage of tools that are developed externally to the federation and
can provide added value. Towards the European Commission, the Federator
reports on KPIs about the federation’s operation.
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Through these tools and the “one-stop shop” approach (Figure 3.9),
Fed4FIRE natively supports the “Experimentation as a Service” concept,
where the resources needed for an experiment can be acquired and accessed as
one package by the experimenter. Fed4FIRE follows the FitSM management
approach for its federation services. FitSM?8 is a free and lightweight standards
family aimed at facilitating service management in IT service provision,
including federated scenarios.

3.5.2 Financial Approach of the Federation

In the financial model, funding and revenues are coming from national,
regional and local sources, the European Commission and private/industry
sources (note that the latter will typically be limited). The costs are made by
the federator, the facility providers and the experimenters (Figure 3.10).

The federation will organize Open Calls for experimentation, with a budget
per experiment ranging from 5K to 100K euro, including financial support for
testbed providers to provide technical support and consultancy services where
required.

Figure 3.9 One-stop shop approach in Fed4FIRE federation.

8hitp://www.fitsm.temo.org
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Figure 3.10 Financial flow within federation of testbeds.

3.5.3 Organization of the Federation

The primary stakeholders in the federation, the experimenters and the testbed
providers, delegate the management of the federation to the Federator and the
control of the federation to the Federation Board, the policy-making body.
The federation’s governance model is based on three layers, related to
governance (how the Federator and Federation Board are managed), oper-
ational issues (how the Federator operates) and financial aspects (costs and
revenue/funding). The federation deals with policies in the following areas:

e Testbed and Experimenter Commitments and Eligibility Requirements:
the key policy is to be as open and accommodating as possible, because
a major success factor is to expand the federation membership.

e Resource Management: although the federator will allow the reservation
of the resources on the testbeds, it is the final responsibility of the testbeds
to manage the usage of their resources, as long as they fulfil the agreed
Service Level Agreements (e.g. provide a minimum amount of resources,
guaranty a certain up-time).

e Stakeholder Engagement (Communications and Marketing): the key
objectives of these policies are to recruit experimenters and testbeds to
expand the federation.



108 Fed4FIRE - The Largest Federation of Testbeds in Europe

e Future Direction for the Federation: this is determined through the use of
four key metrics: Fairness, Cost efficiency, Robustness and Versatility.

e Contractual Relationships and Terms and Conditions: the terms and
conditions (T+C) for the federation cover a set of T+C for experimenters
and another compatible set of T+C for testbed facilities.

Furthermore, the federator is responsible for the operation of and sup-
port for the federation services, for community building through Summer
Schools (for experimenters) and Engineering Conferences (to drive technical
developments) and for international collaboration with US, Brazil, China,
South-Korea, Japan and others.

3.6 Summary

The Future Internet experimentation require a broad availability of facilities
offering testing resources which apply the latest developed networking solu-
tions and computing technologies, including testbeds established by the most
relevant actual and recent research activities across Europe and world-wide.
The Fed4FIRE project has established a European Federation of Testbeds and
developed necessary technical and operational federation framework enabling
the federation operation. With its 23 tesbeds, the Fed4FIRE represents the
largest federation of testbeds in Europe which allows remote testing in
different areas of interests; wireless, wireline, open flow, cloud, etc.

The Fed4FIRE architecture has been built by taking requirements from var-
ious stakeholders into account, including testbed providers and experimenters,
with sustainability in mind and aiming to support as many actions from the
experiment lifecycle as possible. Various user friendly tools established by
the Fed4FIRE project enable remotely usage of the federated testbeds by
experimenters who can combine different federation resources, independently
on their location, and configure it as it is needed to perform the experiment.

The Fed4FIRE Federation offers its testbeds for use and experimentation to
a wide community and to all interested parties, which can use the federation
facilities through the mechanism of Open Calls for Experiments, partially
funded by EC, or by using Open Access to the federation facilities. Since start
of Fed4FIRE operation, more than 50 experiments have been completed and
more than 150 experimentation proposals have been received from SMEs,
other industry stakeholders, as well as academic and research institutions.

In respect to the federation operation, by using its powerful federation
tools Fede4FIRE is applying so-called “one-stop shop” approach, natively
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supporting the “Experimentation as a Service” concept, where the resources
needed for an experiment can be acquired and accessed by the experimenter
through one single contact point of the federation — its Federator. Finally,
Fed4FIRE elaborated a number of possible organization and funding models
for the federation, which are planned to be exploited in the near future, aiming
at establishment of a sustainable European Federation of Testbeds.
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4.1 Introduction

The proliferation of smart mobile devices and data hungry mobile applications
are driving the demand for faster mobile networks. Long Term Evolution
(LTE), the 4th Generation of mobile network technology standardized by
the 3rd Generation Partnership Project (3GPP) [1], aims at satisfying this
demand by offering faster connection speeds at both the downlink and the
uplink, increased network capacity and better coverage. The rapid penetration
of LTE in different countries creates a vast field for innovation in terms of
mobile broadband services. At the same time, research for the next generation
mobile networks has already begun with the examination and evaluation of
candidate technologies and architectures. Given the practical requirement
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for backward compatibility between successive technologies, it is rational to
assume that these technologies, often referred to as Beyond 4th and towards
the 5th Generation (B4G and 5G), will naturally evolve from the extension of
LTE with new advanced features.

Evaluation of the performance of innovative broadband services over
LTE and of candidate post-LTE technologies requires rigorous testing and
validation. While network simulation software has evolved significantly over
the years, it cannot still capture the complex real world environment, and
field tests are still considered essential at the late stages of development. To
that end, the existence of network testbed facilities plays a significant role
in understanding the complexities associated with real use and therefore in
building better solutions.

In Europe, since its establishment in 2008, the Future Internet Research
and Experimentation (FIRE) initiative [2] has contributed in bridging the
gap between visionary research and large-scale experimentation on new
networking and service architectures and paradigms. Through the success-
ful organization of several waves of research projects, an extensive and
multidisciplinary open network testbed facility has been developed. Despite
the diversity in the FIRE facilities in terms of available infrastructure and
access technologies, a lack of truly open and operational LTE testbeds had
been identified (and cellular testbeds in general). By “open” we mean that
the facilities are available to external experimenters and that the latter can
configure the testbed to some extent, according to their needs. By “operational”
we refer to flexibility in accessing the core, gateways, access points and
user equipment of the testbeds, and the capability to run full end-to-end
services.

This lack was certainly not due to reduced interest from the community. On
the contrary, there is a steadily increasing demand from the research commu-
nity, including the industry, to have access to LTE and beyond experimentation
facilities in different countries. However, the constraints typically posed by
operators and large vendors, typically due to commercial considerations,
restrict the configuration capabilities to an extent, which usually discourages
testbed operators from deploying such infrastructure.

FLEX (FIRE LTE testbeds for Open Experimentation) [3] aims to remove
these constraints through the development of a truly open and operational
LTE experimental facility. Based on a combination of truly configurable
commercial equipment, truly configurable core network software, fully
open source components, and on top of those, sophisticated emulation
and mobility functionalities, this facility allows researchers from academia
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and industry to test services and applications over real LTE and beyond
infrastructure, or experiment with alternative algorithms and architectures of
the core and access networks.

4.2 Problem Statement

Several EU funded projects have paved the way for the federation of isolated
testbed islands across Europe. Excellent examples of them are the OpenLab
[4] and the Fed4FIRE [5] projects, which have addressed both the control
and experimental plane federation of heterogeneous FIRE resources. With the
control plane we mean the way that the resources are discovered, represented
and reserved inside federations, whereas with the experimental the option
to include resources from heterogeneous testbeds, decoupled from their
geographical location, and bundle them in one single large scale experiment.
Yet, the focus on these federations lies only on the support of generic nodes,
meaning just an abstract representation of any testbed resource, with a limited
number of parameters being defined by the experimenters.

FLEX is addressing this lack of experimentation services for LTE and
beyond resources, by integrating all the LTE hardware extensions to the
state-of-the-art control and management services of the testbeds. Three core
FIRE testbeds have been extended with LTE support initially, and two more
have been added to the consortium after the completion of an infrastructure
upgrade Open Call process. All of the FLEX testbeds, have been federated
over the GEANT network [6], thus enabling dedicated guaranteed end-to-end
connections from one testbed to another able to bear the traffic, and the setup
of novel experiments for decentralized architectures.

Moreover, FLEX is offering two setups; 1) acommercial equipment based
testbed, for the development of novel services and 2) an open-source setup
for the development and evaluation of new protocols, leveraging the LTE
protocol stack. The commercial equipment is fully programmable, provided
by the partners of the project, and through the definition of high level APIs,
experimenters can take access over them. As for the open source solution, the
project is using the open source solution of OpenAirinterface (OAI) [7], that
allows the execution of a full stack LTE eNodeB or User Equipment (UE)
over commodity hardware with a compatible RF front-end.

The testbeds that are available within FLEX are publicly available
24/7, remotely accessible and provided free-of-charge. The five experimen-
tal facilities, along with their capabilities, are detailed in the following
subsection.
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4.2.1 FLEX Testbeds

The five experimental facilities, that are comprising the FLEX testbed, are
resources rich in heterogeneous equipment, each of them allowing the configu-
ration of several parameters along with the LTE configurations, and enabling
the experimentation at a very large scale. Following, we list the capabilities
of the five different FLEX islands (see Figure 4.1).

4.2.1.1 NITOS testbed

NITOS testbed [8], is a heterogeneous testbed, located in the premises of
University of Thessaly (UTH), in Greece. The testbed facilitates access
to open source and highly configurable equipment, allowing for innova-
tions through the experimental evaluation of protocols and ideas in a real
world environment. The experimental ecosystem is consisting of several
wireless and wired networking components, coupled with powerful nodes
and a cloud computing infrastructure. The key equipment components in
NITOS are the following: 1) Over 120 nodes equipped with IEEE 802.11
a/b/g/n/ac compatible equipment, and using open source drivers. The nodes
are compatible also with the IEEE 802.11s protocol for the creation of
wireless mesh networks, 2) Commercial off-the-shelf (COTS) LTE testbed,

Figure 4.1 The FLEX testbed federation in Europe.
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consisting of a highly programmable LTE macrocell (Airspan AirdGS),
two femtocells (ip.access LTE 245F), an experimenter configurable EPC
network (SIRRAN LTEnet) and multiple User Equipment (UE), such as USB
dongles and Android Smartphones, 3) Open Source LTE equipment, running
over commaodity Software Defined Radio (SDR) equipment, by the adoption
of the OpenAirinterface [7] platform. OpenAirinterface can be set to operate
as either a femtocell or UE, whereas its accompanying open source network
is provided (OpenAirCN), 4) COTS WIMAX testbed, based on a highly
programmable WiMAX base station in standalone mode, along with several
open source WiMAX clients (USB dongles and Smartphones), 5) A Software
Defined Radio (SDR) testbed, consisting of 10 USRPs N210, 8 USRPs B210,
2 USRPs X310 and 4 ExXMIMO2 FPGA boards. MAC and PHY algorithms are
able to be executed over the SDR platforms, with very high accuracy, 6) The
nodes are interconnected with each other via 5 OpenFlow hardware switches,
sliced using the FlowVisor framework, and allowing multiple experimenters
control the traffic generated from their experiments using any OpenFlow
controller, 7) a Cloud Computing testbed, consisting of 96 Cores, 286 GB
RAM and 10 TBs of hardware storage. For the provisioning of the cloud,
OpenStack is used.

The equipment is distributed across three different testbed locations,
and can be combined with each other for creating a very rich experimen-
tation environment. The nodes are running any of the major UNIX based
distributions.

4.2.1.2 w-iLab.t testbed

The w-iLab.t [9] is an experimental, generic, heterogeneous wireless testbed
and provides a permanent testbed for development and testing of wireless
applications. w-iLab.t hosts different types of wireless nodes: sensor nodes,
Wi-Fi based nodes, sensing platforms, and cognitive radio platforms. Each of
the devices can be fully configured by the experimenters. The wireless nodes
are connected over a wired interface for management purposes. This interface
can also be used as a wired interface. Hence, heterogeneous wireless/wired
experiments are possible. Furthermore, iMinds hosts the Virtual Wall, which
consists of 2 testbeds:

e Virtual Wall 1 containing 206 nodes
e Virtual Wall 2 containing 159 nodes

The Virtual Wall offers network impairment (delay, packet loss, bandwidth
limitation) on links between nodes and is implemented with software impair-
ment. Additionally, some of the nodes are connected to an OpenFlow switch
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to be able to do OpenFlow experiments in a combination of servers, software
OpenFlow switches and real OpenFlow switches. Moreover, the following
equipment has been installed in order to enable LTE experimentation in the
testbed: 1) 2 ip.access LTE femtocells, 2) SIRRAN LTEnet EPC solution
with 9 licenses, 3) 22 LTE UEs as USB dongles, 4) 2 Emulated Mobility
Frameworks consisting of 4 (big) and 3 (mini) shielded boxes respectively.
The boxes are interconnected with each other via COAX cables. The atten-
uation of the RF components that are placed in the boxes is controlled by
programmable attenuators, 5) 2 additional ip.access femtocells accompanied
by 2 LTE dongles that are part of the (big) Emulated Mobility Framework,
6) 2 ExXMIMO2 FPGA boards and 3 USRPs B210 equipped with RF front-ends
compatible with OpenAirinterface. The testbed is also using 20 programmable
moving robots, that can be used for real mobility experiments [10]. The users
are able to draw interactively a trajectory that each robot will follow during
their experiment. Each of the robots is equipped with a Nexus 6P smartphone
to enable LTE experimentation. The control of the LTE experimentation can
be done using Signal and Spectrum Analyzers or a USRP N210 equipped with
an LTE compatible RF front-end.

4.2.1.3 OpenAirinterface testbed

Facilities at EURECOM that are available to the project include an 8-node
testbed, equipped with the OAI compatible RF front-ends, UEs and VMs
acting as core networks. The OAI testbed [11] nodes include: 1) 4 machines
that can be used for running OAI as eNodeB, equipped with the appropriate
SDR platforms (2 of them using USRPs B210 and 2 of them ExMIMO?2),
2) Dedicated services are executed on top of them, for the orchestration
of the experiments, such as OpenStack [12] and JuJu [13], 3) 4 nodes that
are equipped with COTS UEs, that can be used for running the OpenAirCN
platform (OAI EPC), 4) 2 more UEs as Android Smartphones.

4.2.1.4 PerformNetworks testbed

PerformNetworks [14], formerly PerformLTE, provides multiple scenarios
to enable experimentation with different levels of realism [15]. The testbed
has been extended in the project with interoperability tools that have been
used to perform interoperability testing with equipment available in other
FLEX testbeds. Currently, the federated part of the testbed is composed by:
1) T2010 conformance testing units by Keysight Technologies, that can be used
to provide LTE end to end connectivity to commercial UEs in any standardized
FDD or TDD band. These units have been extended during project to support
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communication with standard core networks. 2) LTE release 8 small cells
(Pixies) by Athena Wireless working on band 7. 3) Polaris Core Network
Emulator (EPC), providing multiples instances in SGW, PGW, MME, HSS
and PCRF (more details in [16]). This EPC has been successfully integrated
with macro and pico-cells from Alcatel Lucent and with small cells from
Athena Wireless and Sirran Technologies, 4) Several LTE UEs, working on
different bands, successfully integrated with the T2010 units and the small
cells, 5) ExpressMIMO2 and USRP SDR cards, 6) SIM cards from a Spanish
LTE operator to be used on commercial deployments.

4.2.1.5 FUSECO playground

FUSECO Playground [17] allows FLEX experimenters to execute even larger
scale experimentation with more LTE resources, in handover with 2G, 3G,
Wi-Fi, and in collaboration with cloud services. FUSECO integration with the
existing FLEX infrastructure adds values by supporting 5G research activities
with NFV, SDN, etc. The hardware resources that FUSECO playground is
offering to FLEX are summarized in the following: 1) ip.access LTE 245F
eNodeB, supporting LTE FDD bands 7 and 13, 2) OpenEPC 3GPP Evolved
Packet Core, 3) Virtualized LTE Network Functions (e.g. PDN-GW, SGW,
MME) over SDNs, 4) 3 LTE dongles UEs and 3 Android Smartphones,
5) ip.access Nano3G E16 (model 239A) UMTS IMT 2100 (supporting LTE
FDD bands 1, 2/5 and 4), 6) 3 Wi-Fi APs Cisco Aironet 3602e (supporting
802.11 a/b/g/n/ac), 7) Radio Signal Attenuation System with a frequency
range from 700 MHz to 3 GHz, allowing the configuration of attenuation of
1-127 dB in 1dB steps, 8) OpenlMS Core (IMS Call Session Control
Functions (CSCFs) and a lightweight Home Yes (ssh & OMF/FRCP Sub-
scriber Server (HSS), which together form the core elements of all IMS/NGN
access) architectures as specified today within 3GPP, 3GPP2, ETSI TISPAN
and the Packet Cable initiative. The four components are all based upon Open
Source software (e.g. the SIP Express Router (SER)).

4.3 Background and State-of-the-Art on Control
and Management of Testbeds

In this section we provide some information on the state-of-the-art tools for
testbed management and control, as well as federation setup, that existed prior
to FLEX, along with some insights on how these have been extended in order
to serve the goals paved by the project. These tools include control tools for
the management of the testbeds and federations, experimental plane tools,
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for conducting experiments over the testbed, as well as monitoring method-
ologies, for collecting measurements over the distributed testbed resources.

4.3.1 Slice-based Federation Architecture (SFA)

Slice-based Federation Architecture (SFA) [18] is used in order to facilitate
testbed federations, via providing a standardized interface. It provides a
minimal interface, which enables testbeds of different technologies and/or
belonging to different administrative domains to federate without losing
control of their resources.

SFA provides a secure, distributed and scalable narrow waist of function-
ality for federating heterogeneous testbeds. However, there are barriers to
entry to using SFA: a testbed owner would normally need to implement the
certificate-based authentication and authorization mechanisms used by SFA,
as well as coders and parsers for files that describe the resources on their
testbed.

Some examples of well-known tools that take advantage of the SFA
architecture are jFed [19], mySlice [20], OMNI [21], used to graphically
represent an experiment including resources from multiple sites.

4.3.2 cOntrol and Management Framework (OMF)

The management of several heterogeneous resources is a significant issue for a
testbed operator. The testbeds, which are participating in FLEX have adopted
the cOntrol and Management Framework (OMF) [22] for the administration
and experiment orchestration with the underlying resources. OMF was initially
developed in ORBIT by Winlab and currently its development is being led
by NICTA along with the contributions of other institutions like Winlab
and UTH. FLEX has adopted the “cOntrol and Management Framework
(OMF)” for providing experimentation services on top of the FLEX testbeds.
The framework allows for the transparent configuration of the underlying
resources, via the submission of a simple experiment description in a high
level language. The experimenter is able to submit this kind of description to
the testbed, and the different OMF components communicate with each other
and set up the experiment topology.

Currently, two different releases of the OMF framework are supported:
OMF5.4 and OMF6. OMF version 6 has introduced radical changes in the
architecture and philosophy of the framework. The main concept of the new
architecture is that everything is being treated as a resource and for every
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Figure 4.2 The OMF6 architecture.

resource there is a dedicated resource controller (RC) responsible for control-
ling it. OMF 6 moves towards to an architecture, which incorporates loosely
connected entities, that communicate with a “publish-subscribe” mechanism
by exchanging messages that have been standardized (Figure 4.2).

In overall, OMF 6 aims to define the communication protocol between all
the entities rather than their specific implementation.

The messages of this communication protocol that are being exchanged
are defined in the federated resource control protocol (FRCP [23]). This
novel protocol defines the syntax of the messages, but not the semantics that
are subject to the different implementations concerning the various kinds of
resources (see Figure 4.2).

On the other hand, version 5.4 of the OMF framework is the most mature
of the frameworks released under the 5th release. It supports interoperability
with legacy OMF components. Although the exchange of messages is not
standardized like in the 6th version, the testbed administrator is able to define
a sequence of messages along the components and handle them appropri-
ately. The different building blocks of OMF are the following, as shown
in Figure 4.3:
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Figure 4.3 The OMF-5.4 architecture.
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1. The OMF Experiment Controller (EC): The EC is in charge of receiving
the experiment description in a high level language named OMF Experi-
ment Description Language (OEDL) and generating the appropriate
OMF messages sent to the Resource Controller.

2. The OMF Resource Controller (RC): The RC is in charge of parsing the
OMF messages created by the EC and translating them in the appropri-
ate commands for configuring the resources, installing/starting specific
applications etc. The RC is generating OMF messages for monitoring the
experiment process.

3. The OMF Aggregate Manager (AM): The AM is providing administration
services for the testbed, like for example loading/saving an image on a
node, turning a node on/off, etc.

4.3.3 OML

OMF Measurement Library (OML) [24] is acting complementary to the
OMF framework and can be used for collecting distributed measurements
from new or existing applications (Figure 4.4). Although initially it was
developed to support the OMF framework, currently it can be used as a stand-
alone library. OML is now a generic software framework for measurement
collection.

OML is quite flexible and can be used to collect data from any source,
such as statistics about network traffic flows, CPU and memory usage, input
from sensors such as temperature sensors, or GPS location measurement
devices. It is a generic framework that can be adapted to many different uses.

Figure 4.4 OML measurement library architecture.
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Networking researchers who use testbed networks to run experiments would
be particularly interested in OML as a way to collect data from their
experiments.

OML consists of two main components:

e OML client library: the OML client library provides a C API for appli-
cations to collect measurements that they produce. The library includes
a dynamically configurable filtering mechanism that can perform some
processing on each measurement stream before it is forwarded to the
OML Server. The C library, as well as the native implementations for
Python (OMLA4Py) and Ruby (OML4R) are maintained.

e OML Server: the OML server component is responsible for collecting
and storing measurements inside a database. Currently, SQLite3 and
PostgreSQL are supported as database back-ends.

4.4 Approach

In order to enable the experimentation potential of the distributed FLEX
platform, the resources offered by the consortium needed to be fully aligned
with the testbed tools and frameworks. To this aim, FLEX has built extensions
based on the aforementioned frameworks, as well as new platforms completely
from scratch, in order to facilitate the experimenter access and usage of the
LTE resources. The extensions and tools that FLEX has built are summarized
in the following principles:

1. Extensions for handling the LTE resources and SFA based fede-
ration: These include the definition of new Resource Specifications
(RSpecs) for the LTE network components that are present in each
facility. Moreover, the integration of these RSpecs and handling of the
equipment by higher layer tools, such as jFed, NITOS broker [25] and
Emulab [26] are included.

2. Tools for facilitating experimentation with the FLEX resources:
These tools include the development of a completely new service, able to
handle parameters from the base stations and core networks, and provide
a standardized API to experimenters. This service is built from scratch
during FLEX and named LTErf. Moreover, the tools in this section
include the definition of new OMF controllers for handling the LTE
equipment.

3. Monitoring applications of the LTE network status: Monitoring
applications have been developed by COSMOTE, the largest mobile
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operator in Greece, along with UTH. The applications are aiming at both
the depiction of network related information (e.g. Cell-1d, RSSI/RSRP,
LAC/TAC) and the identification of possible network issues (e.g. poor/no
coverage, unsuccessful handover). The tools are designed so as to
fulfill the commercial requirements both in terms of presentation and
functionalities. The tools developed are utilized in the context of FLEX
project during the project time course by the project partners as well as
by COSMOTE’s engineering staff, mainly.

4. A toolkit for enabling handover experimentation over FLEX: As
handover experimentation is of major importance for next generation
and 5G technologies, FLEX members have developed a rich toolkit for
enabling user-friendly experimentation and definition of handover exper-
iments. The handover experiments that are currently supported include
S1- and X2-based for LTE, as well as an SDN based handover scheme
for cross-technology based handovers (e.g. LTE to Wi-Fi/WiMAX/
Ethernet).

5. Mobility emulation and real-mobility framework: FLEX is providing
sites offering real mobility, through either predefined trajectory control
(iMinds) or fully uncontrolled mobility (UTH) inside the coverage area
of a macrocell setup. Using the information collected through these
real-world setups, including the signal fading for the different wire-
less channels, etc., FLEX is able to provision an emulation mobility
platform using the programmable attenuation platforms for the LTE
network. Through this framework, mobility patterns are used as pre-
defined patterns, which can be programmed in the emulators by the
experimenters.

6. Functional federation of the testbeds: This principle includes the oper-
ational engagement of the extensions for the control and experimental
plane tools, as well as the physical interconnection of the testbeds over
the GEANT network in Europe. Using the extensions for the federation,
resources from different testbeds inside FLEX are able to be bundled in
one single experiment description, including scenarios of cross-platform
interoperability (e.g. OAI femtocells and commercial macrocells from
NITOS in Greece, controlled by an EPC network setup in Eurecom
testbed in France).

The following section is describing in detail the extensions that FLEX has
builtin order to provision truly open LTE and beyond resources to the research
community.



124 A Platform for 4G/5G Wireless Networking Research

4.5 Technical Work
4 5.1 Control Plane Tools

The control plane tools that FLEX has focused are the ones that existed in the
FIRE community before FLEX. The extensions to these tools are summarized
in the following list:

e Extensions to the NITOS Scheduler — Portal platform
e Extensions to jFed
e Extensions to the NITOS Brokering tool

4.5.1.1 NITOS Scheduler

The NITOS Scheduler [27] is a framework developed by UTH, dedicated to
the control and provisioning of testbed resources. It is developed in the spirit
of serving as many users as possible without any complicated procedures. Its
functionality relies on the OMF architecture. NITOS resources, namely nodes
and wireless channels, are associated with the corresponding slice during the
reserved time slots, in order to enable the user of the slice to execute an
experiment. UTH has enabled Wi-Fi spectrum slicing support in NITOS,
meaning that various users may use the testbed at the same time, without
interfering with each other, since each one of them is using different spectrum
blocks. The service can be adopted with very minor changes from any NITOS
like testbed. It is worth to mention that already the Eurecom FLEX site is
operating by adopting the NITOS Scheduler platform. It consists of a web
frontend and a database backend for selecting and applying the appropriate
firewall rules (for accessing the resources) and the spectrum restrictions (for
not colliding with other experiments). In order to incorporate the FLEX
resources, NITOS Scheduler has been extended in order to be able to parse the
RSpecs regarding the LTE resources. Moreover, the web-frontend has been
extended allowing the advanced filtering of the testbed resources, based on
their type and frequency of operation.

45.1.2 jFed

jFed [19] is a framework that allows a user to design an experiment using
resources of any of the Fed4FIRE’s resource pool. It makes it possible to
learn the SFA architecture and related APIs, and also to easily develop java
based client tools for testbed federation. jFed is built around a low level
library that implements the client side of all the supported APIs. A high level
library manages and keeps track of the lifecycle of an experiment. On top of
these two libraries various components have been built with different useful
functionalities. The most important are:
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e jFed Experimenter GUI (Graphical User Interface) and CLI (Command
Line Interface) that allow experimenters to provision and manage their
experiments.

e jFed Probe GUI and CLI that assist testbed developers to test their API
implementations.

e jFed Automated tester GUI and CLI that perform extensive automated
tests of the different testbed APIs.

The jFed framework that is used in FLEX has been extended to support LTE
experimentation. Hence an experimenter can design his/her experiment and
use the available LTE equipment. The equipment includes resources that are
filtered through their defined RSpecs, regarding either base stations, EPCs or
UEs. Moreover, the experimenter can alter the parameters that are used for
setting up their experiment (e.g. transmission power, IP address of MME and
PGW, etc.).

4.5.1.3 NITOS brokering
Fed4FIRE [5] project has been working towards federating experimental
facilities using one unified framework. The Broker entity, which is designed
by the Fed4FIRE project and implemented by the two partners who are also
participating in the FLEX project (UTH and NICTA) is offering the means for
resource discovery, reservation and provisioning of federated infrastructure
to the testbed users. Broker’s responsibilities contain the advertisement of
testbed’s resources to the interested users, but also the reservation and
provision of them. It is a way to easily federate OMF testbeds under the scope
of SFA [18]. However, it is not limited serving the SFA specification with the
XML-RPC interface. Broker should be seen as the main way for experimenters
to interact with an experimental facility. It offers additional interfaces beyond
XML-RPC, like RESTful and XMPP which leverages the new OMF Messag-
ing System. The main functions of the Broker are communication (through
the Broker’s available interfaces), Authentication/Authorization, Scheduling
and AM Liaison.

The brokering service adopted by NITOS-like testbeds has been developed
over the OMF6 framework and support the following configurations towards
allowing the efficient provisioning of the project’s testbeds:

e Discovery of the available LTE equipment in each testbed (base stations,
EPCs and UEs).

e Configuration of this equipment tailored to each experimenter’s needs
(e.g. using a NITOS base station with a 3rd party EPC network using
only the Internet connection).
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e Intercommunication among the the testbeds for the resource reservation.

e Setting up the proper user accounts for accessing the LTE components.

e Configuring the appropriate access rules on each testbed for isolating
concurrent experiments among different users.

The broker entity is interfacing the scheduler of each testbed and based
on the resources creates the appropriate RSpecs for advertising the testbed
components. It is also featuring multiple APIs for interfacing the SFA API
that it provides. The supported APIs are three; 1) an SFA client based, using
for example applications like SFI [28], 2) a REST based and 3) an FRCP [23]
based.

4.5.2 Experimental Plane Tools
The extensions that are described in this section regard the following:

e The definition of the LTErf [29] service, for handling all the FLEX
component parameters and easing the testbed federation, by allocating
end-to-end isolated paths.

e The extensions to the core OMF framework for supporting experimen-
tation with the LTE resources.

4,5.2.1 The FLEX LTErf service

One of the main challenges in provisioning an Open LTE testbed is the pro-
vided API for the configuration and setup of the involved LTE components. The
LTE components we refer to are the base stations, EPC network, monitoring
and datapath functions. In the following sections we refer to the “LTErf”
[29] service that has been developed through the FLEX project, aiming for
providing open and configurable APIs to the experimenters that take advantage
of the FLEX testbeds.

The service is built on top of the OMF AM entity and provides a REST
based interface for interacting with it. It is configured to reply with either
an XML format or plain text, depending on the query and the representation
that is requested by the end users. The APIs that are provided to the users are
abstractly divided to four classes:

e Base stations: The wireless parameters, as well as the configuration
of the base stations regarding their EPC interconnection should be the
same among different vendors of hardware. Examples of such common
parameters are the channel bandwidth, transmission power, etc.

e EPC networks: Similar to the base station approach, different EPC
networks should provide similar functionality and thus provide the same
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API for configuring them. Examples of such configurations are the
different network configurations (IP addresses and ports for the S1-MME,
S11, S6, S1-AP, etc. interfaces), Access Point Names (APNSs) that will
be used, etc.

e Datapath configurations: Setting a datapath, meaning the way that
traffic will be routed beyond the EPC network, through a common API,
regardless of the datapath chosen (eg. Internet/ GEANT). For the cases
of the GEANT network, the experimenter can set a VLAN tag for the
traffic that will be exchanged, thus creating an end-to-end isolated slice
on the wired network.

e Monitoring functions: As the equipment is already providing an API
for the collection of network performance measurements, the service
appropriately handles them and visualizes them to the end user.

The service has a modular architecture as shown in Figure 4.5. The different
northbound interfaces for the subservices are mapped to resource specific
drivers for controlling and configuring the diverse components. These drivers

Figure 4.5 The LTErf service architecture; single northbound interfaces are mapped to
several southbound depending on the type of the equipment.
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consist the southbound interface, written in the Ruby language, able to handle
the different methods of accessing the resources (e.g. SNMP/SSH access for
the components). Upon service startup, a configuration phase is employed
where the available resources (specified in a configuration file) are given to
the service.

Different modules on the southbound interface are used to configure the
different components are discovered and identified. During this phase, these
drivers are initialized and set-up. From now on, the user is interacting with the
web interface of the service, by addressing each resource using an identifier,
like for example nodel/node2 for the different base stations involved. The
service parses any requests and delivers them to the appropriate driver for
setting the respective resource.

The existing cellular solutions that are currently supported by the LTErf
service are the following: 1) ip.access femtocells, 2) OpenAirinterface cells,
3) Airspan AirdGS LTE macrocells, 4) OpenBTS components, for configuring
2G/3G circuit-switched networks along with the 4G and beyond ones, 5) the
Keysight T2010 conformance testing” units, 6) The SIRRAN EPC instances,
7) OpenEPC instances and 8) OpenAirinterface EPCs.

45.2.2 OMF extensions

As OMF has been widely deployed worldwide, FLEX has extended the
available OEDL language for specifying experimental resources in order to
include LTE resources as well. The LTE resources that are currently supported
by incorporating them in an OMF experiment are:

1. LTE USB dongles, for connecting testbed nodes to the provisioned LTE
networks,

2. LTE Android enabled Smartphones, connected to the FLEX networks
and controlled over the Android Debug Bridge (ADB),

3. UE instances of the OAI platform.

These resources are currently supported by the FLEX platforms, by means of
the respective OMF Experiment Description Language (OEDL) extensions,
extended EC’s for controlling the LTE equipment and brand new RCs (for
both OMF versions).

The syntax is supporting configuring the LTE dongle to operate as a
modem/USB mass storage device, restarting it, turning on/off the radio, setting
an APN that will be activated for setting up the required PDP context, attaching
and connecting to the network and using a defined IP address.

The OMF ECs (both for OM6 and OMF5.4) have been extended in order
to support the updated experiment syntax and the generation of the OMF
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messages that are sent to the respective OMF RCs. For the case of the OAI
UE, the same API is used as in the case of the LTE dongles, yet the vast
configurability of the platform is allowing for the further extension of it in
order to support more configuration parameters.

The RCs are responsible for receiving and decoding the OMF messages
(FRCP for the case of OMF6) and translating them to the appropriate
commands. For the case of the LTE dongles, the diversity of the available
dongles inside the FLEX federation is posing several barriers that have to be
overcome by the RCs. To this aim, the RCs are using the standardized protocol
of AT commands [30] for interacting with the LTE dongles. The RCs for the
smartphone components have been developed in the same spirit the respective
ones for the LTE dongles.

Regarding the smartphone control, two RCs have been developed; an
OMF5.4 RC for controlling the smartphone over the Android Debug Bridge
(ADB) and an OMF6 RC for controlling it over the Wi-Fi interface. For the
case of the ADB, the smartphones are connected in the NITOS testbed to the
lightweight Raspberry-Pi based nodes that UTH has developed, or to standard
NITOS nodes, via the USB connection.

4.5.3 Monitoring Applications

COSMOTE and UTH have developed over the FLEX platform three
mobility/performance-related tools (Figure 4.6). The tools are decomposed to:

() Client applications running on Android devices, in “on-demand” mode,
“on-event” mode or “periodically”.

(b) Server-side infrastructure utilized to collect, store and process the related
mobility/performance measurements.

(c) Agraphical environment (WebGUIs) with advanced filtering and presen-
tation capabilities, through which the measurements will be depicted.

4.5.3.1 FLEX QOE tool

The purpose of this tool is to present 2G/3G/HSPA/HSPA+/4AG net-
work related information (including BSs locations/capabilities/name, cell
reselections/locations info, handover locations/info, etc.) in real time, over
Google Maps. Itis also able to measure and depict QoE related measurements
in real time, such as signal strength (RSSI, RSRP, RSSNR, RSRQ, etc.),
latency, maximum download bitrate, maximum upload bitrate and upload the
QoE related measurements to a dedicated server for storage, post processing.
The collected measurements are depicted via a user friendly web interface.
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4.5.3.2 FLEX_problems

The aim of the FLEX_problems tool, is to notify the MNO, in real-time,
on network issues/problems (e.g., areas exhibiting huge number of cell
reselections, poor coverage, no coverage, high number of handover failures).
The client application runs on Android devices and could start either at power
on, or manually. The application could be: (1) utilized by MNO staff (mobile
Ul is required in this case) and/or (2) offered by a MNO as a commercial
application (running in background — no mobile Ul required). In either case
a graphical environment (WebGUI) shall be made available to the MNO
S0 as to be informed on those network events. More specifically, the basic
features of the FLEX_problems client App are the following: 1) Presents
at terminal screen 2G/3G/4AG network-related info (BS name, BS-id, RAT,
cell-id, LAT/TAC, RSSI/RSRP, RSRQ, etc.), 2) “Listens” to the environment
(2G/3G/4G) continuously and the terminal status (offhook, busy), 3) In case
of an event (cell change on idle, handover, low-RSSI) it uploads, in real-time,
to a dedicated server, the relevant measurements. 4) If the network is not
available (handover failure, no coverage), it queues the “measurements” and
uploads them (automatically) upon “network recovery”, 5) Presents at terminal
screen info, in real-time, regarding the number of cell reselections, handovers,
poor coverage location identified, along with the number of queued messages

(if any).

4.5.3.3 FLEX_netchanges

The aim of this application is to (automatically) measure the network per-
formance in terms of signal strength (RSSI, RSRP, RSSNR, RSRQ, CQlI),
latency, maximum download bitrate, maximum upload bitrate) periodically
(e.g., every X minutes). The application could be: (1) deployed by an MNO,
on its own terminals distributed at specific locations — terminal operation could
be remotely controlled and/or (2) offered by the MNO as a commercial app
(running in background — no mobile Ul required in this case). This application
can serve as “real-time” network probes, in order the MNO to be notified
on network performance e.g. in cases of Self-Organized Networks, network
changes, etc.

4.5.4 Handover Toolkit

The handover toolkit available across the FLEX testbeds is an open framework
that allows the configuration of the handover parameters for facilitating this
type of experimentation. The following setups are supported:
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e Sl-based handover, using the commercial FLEX equipment.

e X2-based handovers, using the OpenAirlnterface equipment.

e Cross-technology handover frameworks, using SDN and any types of
LTE equipment.

45.4.1 Sl-based handovers

In accordance with the FLEX project requirements to support experimentation
of handover scenarios, SIRRAN and ip.access have extended the capabilities
of their equipment (femtocells and EPC) to include S1 based handovers,
between eNodeBs, connected to a single MME. Although S1 handover is
normally utilised to facilitate transfer between eNodeBs that are connected to
different MMEs, the NITOS and w-ilab.t testbed installations of the SIRRAN
EPC use only a single MME component, so the functionality was designed in
the EPC with this in mind. Initial development and testing was performed in
SiRRAN’s labs, using ip.access LTE245 and E40 radios.

4.5.4.2 X2-based handovers
Regarding the setup of the X2-handovers using the OpenAirinterface platform
[31], within FLEX the extensions to support this type of handover procedure
has been developed. X2 handover has several advantages compared to the
conventional SI/MME handover used by other FLEX testbeds. The main
key-features are described below:

1. The whole procedure is performed directly by the eNBs (without EPC).
There is a direct tunnel formed between source and target eNBs for
downlink data forwarding in handover execution time.

2. MME is involved only when the handover procedure is completed in
order to setup the new network path.

3. The UE release context at the source eNB side is triggered directly by
target eNB.

Thus, X2 handover minimizes the latency of the EPS network. A handover
experiment in OAI can be performed using a different set of parameters
that are managed via configuration/command-line (User CLI) inputs. User
CLI provides certain commands for runtime control and monitoring of the
OAI X2 handover. The parameters that can be adjusted are time to trigger,
hysteresis parameter for this event, the frequency specific offset of the
frequency of the neighbour cell, the cell specific offset of the neighbour cell,
the frequency specific offset of the serving frequency, the cell specific offset of
the serving cell, the offset parameter for this event, coefficient RSRP/RSRQ,
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parameter for exponential moving average (EMA) filter for smoothing any
abrupt measurements variations. The developments take place over the OAI
networking stack, thus enabling for the further extension and development of
new policies for handover (e.g. [32]).

4.5.4.3 Cross-technology Inter-RAT SDN based handovers
Regarding the cross-technology inter-Radio Access Technology (RAT) han-
dover framework, itis based on the OpenFlow technology [33], able to perform
seamless handovers among different technologies (e.g. Wi-Fi to LTE, LTE
to Ethernet, Wi-Fi to Bluetooth, LTE to WiMAX, etc.). The architecture
adopted for the realization of the framework in NITOS is depicted in the
Figure 4.7.

The framework is called OpenFlow Handoff Control (OHC) [34] and
is consisting of two different entities; the mobile clients and the destination
servers. During a handoff, network address changes take place at the mobile
host, which break the established connections if no proper management is
applied. These changes are induced by the different gateway used by each
RAN, or by the NAT process that is always present before the traffic is routed
to the Internet. With the OHC scheme the changes are handled at two points;
on the client that performs the handoff and just before the traffic reaching
the destination server. By using the OpenFlow technology, we are able to
establish custom flows on a network switch, by mangling the exchanged traffic
accordingly so as the connections are not dropped.

The key for applying our scheme relies on creating virtual OpenFlow
enabled switches. To this aim, on the mobile node we employ the architecture
illustrated in Figure 4.7; we place all the available networking interfaces in a
single switch. By relying on the Open vSwitch framework [35] for the creation
of our switches, the switches residing on the mobile node are OpenFlow
enabled. The Operating System on the mobile node communicates only with
the bridge device as a network interface and uses it as the default interface
for any outgoing/incoming traffic from the mobile node. The controller that
is establishing the flows on this virtual switch is in charge of selecting
the appropriate southbound interface (e.g. Wi-Fi, LTE) for sending out
the traffic.

The respective changes for adopting our framework have to take place
before the traffic is delivered to the destination application. As we described, in
the case that the bridge on the mobile node has an IP address of the 10.0.0.0/24
subnet while the Wi-Fi interface bears an IP address of the 192.168.0.0/24
subnet, the flow on the switch will change the source IP and MAC address
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of each outgoing packet to match the address of the Wi-Fi interface, and
the respective destination MAC address to match the one of the target Wi-Fi
Access Point. For the incoming packets, the opposite procedure has to take
place.

The testbed application of our framework is the following. On our mobile
node we use Open vSwitch (OvS) for our bridging solution, and enable its
control from an OpenFlow controller residing on the same machine. We
employed the Trema framework [36] as our solution for implementing our
OpenFlow controller. Finally, we unified both the operation of our afore-
mentioned algorithms (server side and mobile node side) in one controller
instance, which is able to control multiple datapaths (mobile node and NITOS
OpenFlow switch).

A comparison of the FLEX inter-RAT framework for LTE to Wi-Fi hand-
overs against other state-of-the-art solutions for cross-technology handovers
or higher-layer solutions is shown in Figure 4.8. As it is illustrated, both
achieved throughput and delay through this scheme are better, compared
to other technologies, and as if the interfaces were acting as standalone
connections to their network.

4.5.5 Mobility Emulation Platforms

Data captured from the real network setup are used in order to feed the
mobility emulation platforms. The data that is used for generating the patterns
is collected from monitoring applications, residing at the FLEX testbed nodes,
and after their anonymization (removing all the user sensitive information,
such as the phone’s IMEI, the card’s IMSI, etc.) are fed to the emulation

Figure 4.8 OHC comparison against other technologies for seamless handovers.
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platform. The selection of a tool like the Qosmotec platform (by iMinds) is
crucial, as it provides the experimenters with the potential to fully replicate a
real world mobility experiment with the emulation platform.

Path loss models can be used to calculate the reduction in power density
of the signal between two radio devices. The results of path loss model
calculations can be used to feed the emulation mobility platforms (attenuators,
LTE cells and UEs) and emulate signal attenuation. The simplest path loss
model is the free-space path loss (FSPL) model that presents the loss in signal
strength on a line-of-sight path without any obstacles [37]. The calculations
are straightforward but do not model real conditions. For cellular networks,
the Walfisch-lkegami (COST231 project) [38] and Erceg model [39] are
frequently used. The ITU-R P.1238 model [40] is developed for indoor
conditions. Most of the models are used for lower frequencies (<2 GHz),
but by adding a certain correction factor, they can still be used for higher
frequencies.

4.5.6 Functional Federation

In order to enable the functional federation across the FLEX islands, dedicated
end-to-end slices have to be reserved from one testbed to another, utilizing the
GEANT network. The tools that enable such access are the the LTErf service
and jFed. LTErf has been developed in a manner that allows user defined
datapath control. However, the incorporation of LTE resources in the testbed
network creates several issues that are not present when dealing with other
resources than the LTE ones. Since no ARP protocol is used on the LTE access
network, and until data reaches the EPC, the EPC service is endowed with the
process of handling the ARP messages for the data incoming to the EPC for
the PDN-GW and towards the UE. As the address with which the EPC replies
to any ARP request destined to the UE is always the same, we had to create
a book-keeping mechanism for mapping the appropriate traffic flows to each
UE. To this aim, the service is able to generate dynamically an OpenFlow
controller that is able to appropriately map each request to each client based
on the APN they use, and establish accordingly the traffic flows. Similar to
this, the service is supporting the VLAN creation through an HTTP command,
and adding it to the datapath so that the experimenter can create end-to-end
isolated slices of the infrastructure, incorporating different components from
different testbeds with guaranteed bit rates. Since the GEANT connections are
delivered as a VLAN interface at the testbeds, the service enables the creation
of dedicated QinQ VLANSs inside them, per each user request.
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The jFed provisioning of end-to-end slices is based on VLANs which
are provisioned and then stitched together at points where they meet. The
workflow in the jFed tool is as follows:

e The experimenter draws in an experimenter tool a link between two nodes
on different testbeds (which is translated in an RSpec).

e When the tool starts provisioning, it first calls the Stitching Computation
Service (SCS) which calculates a route between the two testbeds based
on the layer 2 paths it knows. The SCS augments the RSpec with this
information.

e The tool then knows also intermediate hops in the path (e.g., GEANT,
Internet2) and can call them to set up the path.

e In the end, all the parts of the links and nodes become ready, and the
experiment is ready.

For this fully automatic stitching, the VLAN numbers are dynamically chosen
based on free VLAN overviews, tries and retries.

4.6 Results and/or Achievements

The experimentation potential that the FLEX platform is fulfilling is mirrored
in the different number of use cases and scenarios that can be executed over the
testbed. Indicatively, we present some experiments that have been successfully
executed over the FLEX testbed, along with some experimental results. We
focus on the following scenarios:

1. Spectrum coordination schemes for LTE in unlicensed bands, using
semantics.

2. The development of an offloading framework using the commercial
equipment.

4.6.1 Semantic Based Coordination for LTE in Unlicensed Bands

One of the types of different experiments that can be executed over FLEX
testbeds deal with Dynamic Spectrum Access (DSA) for heterogeneous
technologies, along with their spectrum coordination algorithms. To this aim,
several works have been executed demonstrating the coordination of spectrum
for different technologies, using either the commercial LTE equipment [41]
or the OAI setup [42].

In this subsection, we focus on the LTE and Wi-Fi coexistence in an
unlicensed band environment. Wi-Fi and LTE are different RATs designed for
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specific purposes at different frequencies. In the cases when they are required
to coexist in the same frequency (e.g. LTE in Unlicensed bands) time and
space, increased interference is caused to each other along with an overall
system degradation because of a lack of inter-technology compatibility.

For LTE-U (LTE in Unlicensed bands) operation, several challenges have
to be tackled for the efficient coexistence of LTE and Wi-Fi technologies. The
key differences among the two technologies lie in the medium access method,;
Wi-Fi uses CSMAJ/CA, a “listen before talk” method in order to access the
medium. In case of an unsuccessful transmission, the Wi-Fi device executes an
exponential backoff algorithm before accessing the medium again. Contrary
to that, and since LTE is designed for use under a licensed band environment,
LTE is using OFDMA (Orthogonal Frequency Division Multiple Access).
The coexistence of the two different technologies within the same band,
can seriously affect the performance of Wi-Fi. Therefore, efficient spectrum
management and power control should be employed for accommodating both
of these technologies within the same band. In this use case, we focus on the
spectrum coordination solution called CoordSS [42], which is using semantics
for the coordination between Wi-Fi and LTE.

Figure 4.9 presents a conceptual overview of the CoordSS networking
architecture. Three verticals and three horizontals can be identified in the
architecture. The following verticals represent different views on top of the
same set of foundational concepts:

e Network Environment — represents the “real” world. This includes
hardware devices as well as physical phenomena (such as frequencies)
along with their properties.

Figure 4.9 CoordSS Network model for semantic based coordination.
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e Ontologies — are used to formalize domain specific knowledge that is
independent of the context. They contain semantic definitions related
to the meaning and purpose of the network environment. Ontologies
are created by the domain experts and can be viewed, understand and
managed by the humans as well as by the machines.

e Semantic resources — are the results of a semantic annotation of the net-
work environment by mapping between the environment and ontologies.
More precisely, if there is a physical resource that can be understood
using the given set of ontologies it becomes the semantic resource.

Horizontals represent the main concepts in our network model. In the
coordination algorithm, they play the roles of sources and/or destinations.

e Network resources — constitute the state and capabilities of the envi-
ronment where BSs and UEs are working. They are the primary source
of data for reasoning during the coordination. On the networking envi-
ronment level, we are using spectrum sensing devices (such as Wiser
[43]), connection bandwidth monitoring applications (such as iperf ) and
the inventory repository (Note that FLEX testbeds regularly provide
such a service). The ontologies level consists of the Spectrum Sensing
Capability (SSC) ontology (for describing spectrum sensing) and the
Wireless ontology (for describing frequencies, channels and radio bands).
And at last, semantic resources level contains data for FFT analysis
of frequencies, connection speed, device parameters and their changes
over time.

e BSs — nodes that provides access points for UE. They are a backbone
for network communication. The OAI [7] ontology is used to describe
such devices. The coordination protocol uses a semantic representation of
BSs to decide which parameters can be changed to improve networking.
Such parameters include their power signals, position (if applicable) and
communication channel.

e UEs — client nodes that form networks so they can send and receive data
among them. We can have multiple networks, and one UE can belong
to any number of networks (but we view it as a separate UE for each
network). Therefore, each device is identified by a network name to
which it wishes to belong to. Semantic resources for UEs contain client
demands for communication.

Coordination is centralized on one machine that is running the CoordSS Coor-
dination server (CCS). The CCS is responsible for running the coordination
algorithm, providing client/server communication with the network resources,
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mapping network resources to semantic resources, maintaining a semantic
store that holds ontologies and semantic resources and executing SPARQL
queries. The coordination algorithm is invoked in case the network environ-
ment changes, namely when a new BS or UE is introduced or when network
resources fluctuate (e.g. changes are observed regarding the performance or
spectrum). Clients send their spectrum, performance and node description to
the server. This data is in a native format. CCS maps such data to semantic
resources and stores them in the semantic store. The semantic store is used
for storing and retrieving triplets, basic building blocks of ontologies and
semantic resources. SPARQL queries are the standard way for retrieving
semantic data, and are used by the coordination algorithm for all reasoning
as well.

The main objective of the CoordSS coordination algorithm is to assign
radio channels to the networks that are under its control. Any network that
participates in our algorithm must have all of its nodes (UEs and BSs)
registered to the CCS. Registered nodes send data to the CCS and also
receive control messages from it. In our case, only channel allocation control
commands are sent, but more elaborated control is also possible. When the
algorithm decides to assign a channel to a network, commands are sent to all
the nodes belonging to that network to switch to the new channel configuration.

There are two possible scenarios that we consider:

1. (S1) The network is part of the network environment and all of its nodes
are aware of the CCS. This network does not have a channel assigned to
it, but the coordination algorithm is responsible to provide one.

2. (S2) An uncoordinated network appears in the network environment
(LTE or Wi-Fi network). This network uses its own algorithm for
channel assignment. This network can interfere with existing coordinated
networks. Our algorithm detects such a situation and resolves any
interference by re-assign channels of the coordinated networks.

For the experimental evaluation of the proposed algorithm, we employ the
NITOS testbed of the FLEX federation. The rich environment that NITOS
is offering is utilized in order to configure the suitable environment for the
experimental evaluation in real world settings of the CoordSS framework. To
this aim, we employ the following testbed components:

e A pair of USRP B210 models, that will serve as the RF front-end of the
deployed LTE network.

e Several Wi-Fi enabled nodes, that will be used as the contending traffic
in the unlicensed under study bands.
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e The OpenAirinterface (OAl) platform, that provides the execution of
a 3GPP EUTRAN over commodity hardware, with the appropriate RF
front-end. The OAI platform has been extended in order to allow its
operation in the unlicensed bands.

The experiment topology is shown in Figure 4.10. The following methodology
was used during the experiment. At first, only Wi-Fi stations were involved.
Each Wi-Fi network would randomly choose a channel, and the resulting
throughput was measured. This procedure was repeated 100 times and the
average throughput was calculated. After that, wireless node 1 randomly chose
a channel, wireless node 2 received a channel from CoordSS server, and the
throughput was measured. The results are shown in Table 4.1. The second part
of the experiment, besides the coordinated Wi-Fi networks, involved the LTE
eNB, with and without coordination. A similar procedure, was applied. The
results are shown in Table 4.2.

The results show the importance of the coordinated spectrum usage. Due
to arelatively low number of the involved nodes, the average throughput is not
very much improved by the coordination. However, the coordinated network
has more stable throughput than the uncoordinated one, i.e. the difference
between the lowest and the highest throughput is rather large in uncoordinated
network. We should also have in mind that the output power of the USRP B210
is relatively low (10 dBm). Therefore, the influence of the dedicated LTE eNB
on Wi-Fi would be much higher.

Figure 4.10 CoordSS experimental setup.
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Table 4.1 Coordinated and uncoordinated shared spectrum access with Wi-Fi stations
Wi-Fi Throughput (Mb/s)

Min Average Max
Uncoordinated 115 19.6 22.8
Coordinated 22.8 22.8 22.8

Table4.2 Shared spectrum access with coordinated Wi-Fi networks and (un)coordinated LTE
eNodeBs

Wi-Fi Throughput (Mb/s)

Min Average Max
Uncoordinated 10.6 16.7 22.8
Coordinated 22.8 22.8 22.8

4.6.2 FLOW LTE to Wi-Fi Offloading Experiments

As the explosion of Internet and mobile data traffic has placed significant
pressure on cellular networks, data offloading to complementary networks
(e.g. Wi-Fi) seems to be the most viable solution. For the operators, in contrast
to network planning strategies for upgrading, expanding and building up new
infrastructure, which means extra capital and operational costs (CAPEX and
OPEX), offloading can offer a sufficient and low cost solution for cellular
load decongestion. Mobile Data Offloading is also significantly important
for the mobile users, who can further benefit from short-range links so as to
achieve better performance and experience better quality of communication by
shifting to complementary networks. FLOW architecture aspires to address the
challenges that offloading brings and create an open and applicable framework
for implementing advanced offloading techniques in heterogeneous networks
(LTE & Wi-Fi).

The FLOW experiment is realizing LTE to Wi-Fi offloading techniques
over the FLEX testbeds (Figure 4.11). The components that have been
developed during FLOW have been described in detail in [44]. Nevertheless,
we provide a brief description of the components needed for the execution of
the offloading framework:

1. Wi-Fi Access Gateway (WAG): WAG is serving the role of the the
actual gateway of the Wi-Fi mesh network that is used for offloading the
LTE clients. Although the implementation of such a device would seem
straightforward, in the FLOW framework we differentiate the traffic that
is exchanged from the offloaded clients in order to meet some minimum
requirements paved by the SLA that they have with the network provider.
Tothisaim, and as we have described, we employ the Linux traffic queues
for traffic shaping services.
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Figure 4.11 FLOW offloading framework.

2. PDN Gateway (PGW): The LTE PGW interface is in-charge of terminat-
ing the SGi interface towards the PDN. In the case of multiple PDNs, more
than one PGW will be available for the UE of the network, depending
on the Access Point Names (APNs) used for the network. With FLOW
we extend the functionality of the PGW in order to enable the operation
of our offloading scheme. We implement an Open-vSwitch [35] bridge
that enables the dynamic bridging of two different entities, Wi-Fi mesh
network and the LTE network, and attaches the FLOW framework to take
care of the low level network functions that have to be employed for the
proper operation and routing of packets to the Internet.

3. FLOW offloading framework: The FLOW offloading framework has
been designed in order to coordinate the interaction among the WAG and
PGW elements. By employing a Software Defined Networking manner,
we bridge the heterogeneous RANs and through a controller service
we are able to select the respective RAN from the network provider’s
perspective. The policies that we implement for the offloading process
are based on the load that each femtocell can provide and some predefined
SLAs that each client has contracted with the provider. Moreover, based
on the QCI parameters per UE in LTE, we allocate each of the offloaded
clients to the respective traffic queue, upon which we schedule the
transmissions of the respective data to the WAG and then the rest of
the Wi-Fi mesh network.

4. PCC (Policy Control & Charging): The PCC unit is in charge of
applying the proper control of the policies and charging of the clients per
subscriber basis, and based on the QoS class that they belong. As FLEX
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components do not include a PCRF component, we have implemented it
over the FLOW network to allow monitoring of each client. We are able
to both monitor the data that a UE exchanges over the LTE or the Wi-Fi
network, and is relying and interacting with the aforementioned schemes
(FLOW, PGW, WAG).

For the setup of the FLOW offloading experiment, we employ the IEEE
802.11s extensions that are available in the NITOS testbed images. They are
used for forming a multi-hop Wi-Fi mesh network for offloading the LTE
clients. As in the NITOS indoor testbed all the nodes are able to “see” each
other, we isolate the access nodes by adding specific next hop neighbours in
order for the traffic that we send to use at least 2-hop paths before reaching
the WAG gateway. The WAG component is also located in the NITOS testbed
and is connected via a 1 Gbps connection to the EPC server that we use.
Regarding the WAG configuration, we use a tap-based tunnel for the
communication of the EPC and the WAG components (Figure 4.12). We
choose this type of connection as the PDN-GW is also represented a tap
interface. On the node that is playing the WAG role, we use Open-vSwitch
on the node in order to bridge the two interfaces (tap and Wi-Fi mesh). Based
on a predefined set of IP addresses that we use for the Wi-Fi clients, sharing
the same IP range with the LTE ones, we allocate them to a different traffic
queue inside Open-vSwitch. Using external applications, such as the “tc” [45]
traffic control service, we are able to throttle appropriately the traffic that is
delivered to each client, based on the delivery IP address of each client. For the
application of the different QoS profiles that each UE is using, we utilize the
functionality that SIRRAN’s LTEnet is offering, allowing us to setup different
subscriber groups with multiple subscribers. Based on this configuration and
groups, the EPC is able to throttle the traffic either on the DL or on the UL

Figure 412 FLOW PGW extensions for FLEX.
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that they exchange over the EPC network. This already supported functionality
alleviates the employment of similar traffic throttling solutions for the LTE
network, contrary to what happens for the Wi-Fi mesh network.

As within LTEnet the traffic that is delivered to the PGW interface
is represented as an Ethernet tap interface, we used an altered version of
the default “GEANT” datapath that is available in NITOS as our starting
point. This “GEANT” datapath [29] is enabling the bridging of the PGW
interface (that is reflecting an APN inside the network) and the GEANT
VLAN termination point in NITOS. The architecture that we have employed
is depicted in Figure 4.13.

The cornerstone of the FLOW offloading management framework relies
on the operation of the controller managing and establishing flows on the
Open-vSwitch bridge on the LTEnet installation. For our initial tests and
the experimental evaluation of the offloading frameworks, we developed a
framework based on some predefined SLAs for all the involved clients.

The FLOW controller is in charge of the following actions:

1. Based on the first packet that it receives from the LTE client, checks
whether the client’s SLA can be met from the current capacity and bearer
allocation at the LTE network.

2. Decides whether to offload the client or not.

3. In case that the client will not be offloaded, the controller establishes the
proper flows that allow the communication of a client from the PGW
interface to the Internet or the GEANT network.

4. If the client will get offloaded the following actions are triggered:

a. Thecontrollertriggersan assisting FLOW application running at the
EPC which communicates the offloading message via the testbed
control network to the UE. Another similar application that is
installed on the testbed node, handles the message and instructs the
wireless network interface to connect to the Wi-Fi mesh network.
From now on, the offloaded UE will use the Wi-Fi network as the
default gateway for sending traffic.

b. The controller Is communicating a similar message to the WAG
component. The WAG, based on the SLA for network capacity,
allocates the node on the proper HTB queue of the system, thus
scheduling appropriately and shaping the DL traffic that the client
will receive over the Wi-Fi network. Finally, the controller estab-
lishes the appropriate flows on the Open-vSwitch bridge of the EPC
network to use the WAG-tap interface as the default interface for
the specific UE.
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5. Continues monitoring the environment conditions, through similar mes-
sages received from the Wi-Fi mesh. In case that a client has left the LTE
network, and the SLA of an offloaded client can be met from the LTE
network, it reinstructs the client to connect to the LTE network, following
a similar procedure like the one described in step 2.

6. Monitors the traffic load that each client has sent over the WAG/PGW
interface in order to apply the pricing and charging functions.

The overall architecture that we adopted for an initial setup at the NITOS
testbed is depicted in Figure 4.13. The setup at this point has been mapped
over the NITOS testbed.

For the evaluation of the FLOW experiment, we performed offloading
based on some pre-defined SLAs for the LTE network. The SLAs that we
used for each LTE node are summarized in Table 4.3.

Figure 4.13 FLOW experiment setup.

Table 4.3 SLA setup for the FLOW offloading experiment
NITOS LTE Node SLA for DL Bandwidth

Node054 15 Mbps
Node058 20 Mbps
Node074 10 Mbps
Node076 30 Mbps
Node077 7.5 Mbps

Node083 5 Mbps
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The total capacity of the LTE network that the NITOS testbed is serving per
femtocell is approx. 70 Mbps for the DL channel. Similarly, the total through-
put (meaning the measured throughput from a client application) that the
Wi-Fi mesh is achieving when using 2 hops is approx. 18 Mbps. Based on
these given facts, and on the qualitative results that we expect to get from
the theoretical framework that we have applied, always the client that is
has the highest demand on DL bandwidth will be offloaded to the Wi-Fi
mesh network. If his/her demand cannot be met by the Wi-Fi network, the
second highest in demand client will be selected to be offloaded, or else the
third, etc.

Below we present some first experimental results and how the clients have
been reallocated to use the Wi-Fi network, for the given SLASs. As we can see,
the experimental analysis (Figure 4.14) matches the theoretical framework
expectations. It is worth to mention, that for the validity of our results we
used Wi-Fi bands in the 5 GHz band, so that there is no external noise or no
overlapping with the rest of the 802.11 frequencies.

This experiment is depicting an example run from the FLOW offload-
ing over the NITOS testbed. The clients are admitted to the LTE net-
work every 10 seconds, and the FLOW framework is handling these
requests for offloading them to the Wi-Fi network. For this experiment run,
node054 and node058 are using the LTE channel for the first 20 seconds.

Figure 4.14 Throughput per each (offloaded) client.
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When node074 is admitted to the network, the framework checks whether
the node can be served by the Wi-Fi mesh network. However, the request for
30 Mbps DL traffic cannot be met by the Wi-Fi network and therefore the
framework selects the second highest demanding client, which is node054.
Similarly, when the rest of the clients are admitted to the LTE network, their
total demand does not exceed the total LTE channel capacity. When the last
client (node083) is admitted to the LTE network, the requested capacity will
exceed the one that can be provided by the LTE channel. Therefore, the
framework selects the most demanding client that is already served by the
LTE network to offload to the Wi-Fi mesh. Nevertheless, the SLAs must be
met at the Wi-Fi mesh network as well. Therefore, the choice that will make
the best utilization of the network is the node083 itself, as it will be able to
both get the remaining capacity of the mesh network and meet its demand for
bandwidth.

Discussion

The potential of the FLEX federation of 4G and beyond testbeds has been
demonstrated through the execution of some example experiments over the
infrastructure. Yet, these are only a small portion of the experimentation
capabilities of the platform, as several more have been proposed and are
currently under execution. These include aspects regarding contemporary 4G
network deployments, for either providing network measurements under a
completely controlled environment, or developing new products designed
for 4G and beyond applications, as well as aspects that will be addressed
by the upcoming LTE releases and ultimately the 5G protocols, like for
example narrow-band LTE development, Device-to-Device communications,
NFV/VNF applications for the EPC, software defined backhauling for cellular
networks, and even the development of software-defined base stations.

The platforms that are built through FLEX include high configurable
equipment that is used for both development and evaluation of technologies
for contemporary mobile networks, as well as for setting the cornerstone for
the development of the first 5G pilots over the testbeds, using the open source
software. Examples of such cases are also the experimental evaluation of
functional splits for LTE over FLEX, the development of duplex schemes for
wireless communications and others.

The high programmability of the platform and the vast potential that
it has provides the community with the unprecedented chance to experi-
mentally evaluate aspects for 5G networks using the existing infrastructure.
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Moreover, the measurements that are provided by the testbeds, are given
through open access to the community, thus enabling the implementation of
algorithms regarding Big Data analysis, data mining techniques, etc.

Conclusions

FLEX is providing the infrastructure and platforms for the experimentally
driven evaluation of scenarios including mobile broadband and potentially
5G networks. FLEX is filling a crucial gap in the existing infrastructures for
the development of the Future Internet platforms, as it is the first pilot project
that enhances FIRE’s resource pool with cellular technologies.

In this chapter, we have presented briefly the FLEX platforms, and
described the tools that have been developed in order to enable meaningful
experiments to be executed over FLEX. These include tools for conducting
federated experiments across the FLEX testbeds, always in line with the
existing Fed4FIRE efforts in Europe, as well as for the user-friendly experi-
mentation with the underlying equipment. Finally, some indicative use cases
that take advantage of the infrastructure and platforms have been presented,
as a means to demonstrate the potential of the platform. These include some
crucial issues that are considered by the research community, such as the
Wi-Fi and LTE coexistence in an unlicensed environment, as well as the Wi-Fi
to LTE offloading process.
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Abstract

Mobile broadband (MBB) networks (e.g., 3G/4G) underpin humerous vital
operations of the society and are arguably becoming the most important piece
of the communications infrastructure. Given the importance of MBB net-
works, there isastrong need for objective information about their performance,
particularly, the quality experienced by the end user. Such information is valu-
able to operators, regulators and policy makers, consumers and society at large,
businesses whose services depend on MBB networks, researchers and inno-
vators. In this chapter, we introduce the MONROE?! measurement platform:

!MONROE is funded by the European Union’s Horizon 2020 research and innova-
tion programme under grant agreement No. 644399. For more information, please visit
https://www.monroe-project.eu/
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An open access, European-scale, and flexible hardware-based platform for
measurements and custom experimentation on operational MBB networks
with WiFi connectivity. The platform consists of mobile and stationary
nodes that are flexible and powerful enough to run most measurement and
experiments tasks, including demanding applications like adaptive video
streaming. Access to such a platform enables accurate, realistic and meaningful
assessment of the performance of MBB networks by continuously monitoring
these networks via active testing (e.g., delay test, web performance test,
download speed test) and context metadata collection (e.g., connection mode,
signal strength parameters). The multihoming feature of MONROE allows for
the comparison of different networks under similar conditions as well as the
exploration of new ways of aggregating providers to increase performance
and robustness. In this chapter, we showcase the monitoring capabilities
of the platform by analyzing preliminary performance measurement results.
Considering that MONROE is open to external users, we further discuss a
representative set of measurements and experiments to highlight the potential
use cases of the platform. We argue that mobile measurements over operational
networks, hence platforms such as MONROE, are crucial not only for
characterizing and improving the user experience for services that are running
on the current 3G/4G infrastructure, but also for providing feedback on the
design of upcoming 5G technologies.

5.1 Introduction

Wireless and mobile access to the Internet have revolutionized the way
people interact and access information. Mobile broadband (MBB) networks
have become the key infrastructure for people to stay connected everywhere
they go and while on the move. According to Cisco’s Global Mobile Data
Traffic Forecast [1], in 2015 the number of mobile devices grew to a
total of 7.9 billion, exceeding the world’s population. Also, fourth gener-
ation (4G) traffic exceeded third generation (3G) traffic for the first time
in 2015 [1].

The society’s increased reliance on MBB networks has made provisioning
ubiquitous coverage the highest priority target for mobile network operators,
as well as focusing on performance and user quality of experience (QOE).
MBB coverage and performance experienced by the end-users are of great
importance to many stakeholders including mobile subscribers, regulators,
governments and businesses whose services depend on MBB networks. This
also motivates researchers and engineers to further enhance the capabilities
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of mobile networks, by designing new technologies to cater for plethora of
new applications and services, growth in traffic volume and a wide variety
of user devices. In this dynamic ecosystem, there is a strong need for both
open objective data about the performance and reliability of different MBB
operators, as well as open platforms for experimentation with operational
MBB providers. On the one hand, objective performance data is essen-
tial for regulators to ensure transparency and the general quality level of
the basic Internet access service [2], especially in light of an evolution
of service offerings beyond the best-effort traffic mode, including a bal-
anced approach to net neutrality. On the other hand, custom experimental
approaches are key to forwarding our understanding and driving innovation in
MBB networks.

Characterizing the performance of home and mobile broadband networks
requires systematic end to end measurements. Several regulators have trans-
lated this need into ongoing nationwide efforts, for example, the FCC’s
Measuring Broadband America initiative [3] in the USA. Operators and
independent agencies sometimes perform drive-by tests to identify coverage
holes or performance problems. These tests are, however, expensive and do
not scale well [4]. Another approach is to rely on end users to run performance
tests by visiting a website (e.g., [5]) or running a special measurement
application (e.g., [6]). The main advantage of this approach is scalability:
it can collect millions of measurements from different regions, networks and
user equipment. However, with such an approach, repeatability is hard and one
can only collect measurement data at users’ own will, with no possibility to
either monitor or control the measurement process. Furthermore, mostly due to
privacy reasons, these measurements do not provide rich context information
and metadata, e.qg., location, type of user equipment, type of subscription, and
connection mode (2G/3G/4G); however, metadata is critical when analyzing
the results. Also, such a setup does not provide active measurements that
can reveal important information on stability and availability of a network,
since this requires long and uninterrupted measurement sessions. Finally, this
approach limits the possibility of testing novel applications and services since
this might require configuration changes (e.g., customized kernels).

MONROE is the first European platform for open, independent, mul-
tihomed, large-scale monitoring and assessment of performance of mobile
broadband networks in heterogeneous environments. Access to such a plat-
form allows for the deployment of extensive measurement campaigns to
collect data from operational MBB networks. The availability of this vast
amount of data allows us to advance our understanding of the fundamental



158 MONROE: Measuring Mobile Broadband Networks in Europe

characteristics of MBB networks and their relationship with the performance
parameters of popular applications. This is crucial not only for improving
the user experience for services that are running on the current 3G/4G
infrastructure, but also for providing feedback on the design of upcoming
5G technologies.

In the remainder of this chapter, we summarize the current state of the
art in Section 5.2. We then expand on the MONROE vision in Section 5.3,
where we provide an overview of the MONROE goals and the key features
of the measurement platform. In Section 5.4, we describe the current archi-
tecture design of the MONROE platform. We discuss in Section 5.5 how the
MONROE user access and scheduling system is designed and how users can
deploy their experiments. In Section 5.6, we present initial results from basic
measurements running on operational MONROE nodes active in Norway,
Sweden and Spain. We show that the MONROE system enables efficient
MBB performance monitoring, operator benchmarking and complex network
analytics. Finally, we conclude the chapter in Section 5.8.

5.2 Background and State of the Art

During the past years, we have seen increased interest in the networking
community from different parties (e.g., researchers, operators, regulators,
policy makers) in measuring the performance of mobile broadband networks.
In this section, we aim to provide a condensed but comprehensive review of
some of the most relevant approaches that strive to shed light on the mobile
broadband ecosystem.

Large scale research measurement platforms such as RIPE Atlas [7],
BISmark [8] or PlanetLab [9] share many common goals with MONROE.
However, these platforms do not operate in the mobile environment. In
order to cater to the need of open large-scale MBB measurements and to
address the scarcity of available measurement platforms, several crowd-
sourcing approaches emerged over the past years, either from the research
environment, e.g., Netalyzr [6], NetPiculet [10], or commercial-oriented,
e.g., OpenSignal [11], RootMetrics [12] or MobiPerf [13]. These approaches
leverage the wide adoption of mobile devices in the world and depend on
the willingness of end-users to run the proposed tests. We note that the
common vision of these tools is to identify and monitor a set of significant
metrics which can accurately describe mobile broadband performance to
the interested parties. For example, commercial-oriented OpenSignal pro-
poses a complete approach for building MBB coverage maps by retrieving
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the connectivity-related metadata from user devices and characterizing mul-
tiple radio access technologies in the same ares. They introduce the notion of
“time coverage” which provide s statistics for the time adevice has been using a
certain radio access technology in order to provide the end-user the possibility
to make informed decisions in terms of the preferred MBB provider in a certain
area. Similarly, RootMetrics defines a set of key performance metrics which
allows for network benchmarking, with the intent of rating different providers
available in a certain geographical area. Additionally, tools such as NetPiculet
or Netalyzr aim to shed light on the infrastructure and the performance of
broadband providers with the purpose of informing protocol and application
design.

There are several research projects [6, 14-17] that use custom-designed
apps to crowdsource and measure the performance of MBB providers and
popular Internet applications, with a main focus on web browsing [18] and
video streaming [19]. For example, MobiPerf [13] enables mobile network
performance analysis [14]. The app builds on top of the Mobilyzer open
library [20] and tracks a series of network performance metrics, suchas HTTP
benchmark downloading latency and bandwidth, traceroute with latency to
different hops, ping latency, DNS lookup latency, TCP uplink and downlink
throughput or RRC states metrics. Other similar relevant measurement efforts
from the research community include [21-23].

With the increasing popularity of web and video-related services over
MBB networks [24], there is a magnitude of research studies that focus on
understanding the correlation between the network quality of service (QoS)
metrics and the quality of experience (QoE) of the end-users [24-26]. In
particular, this is appealing to operators, who continuously strive to provide
the best service to their subscribers in order to increase their customer base.
At the same time, the end-users themselves are looking for relevant metrics
that can objectively assess the performance of popular applications over
different MBB providers. In addition to the application performance, another
important concern for the users is the energy efficiency of bandwidth intensive
applications [27, 28].

Even more, alongside the attention coming from end-users, businesses or
operators, there is rising interest from regulators for defining and monitoring
a representative and unitary set of metrics that accurately captures the per-
formance of today’s broadband services in practice. In this sense, several of
them (e.g., FCC, Ofcom and Anatel) have translated these efforts into national
projects in collaboration with commercial partners such as SamKnows [29],
which specializes in home and mobile broadband performance evaluation.
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However, in order to allow for an open an unitary approach as well as the
comparability of measurements, a common open framework is needed. This
has been hard to achieve due to the proprietary nature of the measurement
efforts, as is the case of [11, 12, 29], making it difficult for regulators to
view measurement results from a harmonized and macroscopic scale. In this
sense, several open measurement methodologies [30, 31] have been proposed
with the goal of supporting the creation of inter-operable large-scale testbeds
and advance a common approach on network performance characterization.
The Internet Engineering Task Force (IETF) Large-Scale Measurement of
Broadband Performance (LMAP) is currently working towards standardizing
an overall framework for large-scale measurement platforms.

The MONROE platform complements the existing experimental platforms
by providing unique features in the field of network-controlled mobile mea-
surements. Three key aspects of MONROE that makes the platform unique are:
repeatability and controllability of measurements for precise and scientifically
verifiable results (even for the mobile scenarios), support for demanding
applications such as web and video services and support for protocol and
service innovation. These aspects sets up MONROE in an excellent position
to advance the state-of-the-art measurement tools and platforms.

5.3 MONROE Approach and Key Features

MONROE'’s goal is to build a dedicated infrastructure for measuring and
experimenting in MBB and WiFi (IEEE 802.11) networks, comprising both
fixed and mobile hardware measurement nodes. The platform integrates 450
nodes scattered over four European countries (Italy, Norway, Sweden and
Spain) and a backend system that collects the measurement results, offering
tools for real-time traffic flow analysis as well as powerful visualization tools.
We designed the MONROE nodes to be flexible and powerful enough to run
most measurement and experiment tasks, including demanding applications
like adaptive video streaming. The current MONROE node is an Accelerated
Processing Unit (APU) with AMD 1 GHz dual core 64 bit processor and
4 GB DRAM. Each MONROE node connects simultaneously to three MBB
networks through three MiFis using commercial grade mobile subscriptions.
The nodes also provide WiFi connectivity? through a built-in dual band
AC WiFi card. MONROE nodes have built-in support for collecting metadata
such as cell ID, signal strength and connection mode. The nodes are equipped
with GPS for tracking their location.

2The access points for WiFi will be provided when applicable for stationary nodes.
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The MONROE platform allows external users to test their novel appli-
cations and services that run over MBB networks with WiFi connectivity.
Through a user-friendly web client, external experimenters can schedule and
deploy their own experiments on the MONROE nodes. Experimenters can
use the MONROE platform to run measurements of different MBB providers
at regular intervals over long time periods and under similar conditions.

The MONROE platform complements the existing experimental platforms
such as RIPE Atlas [7] by providing unique features in the field of network-
controlled mobile measurements. MONROE builds on the existing NorNet
Edge (NNE)? [32] and extends its functionality, scale and coverage. The main
features of MONROE are:

1)

2)

3)

4)

Large-scale and wide geographical coverage: MONROE is composed
of 450 nodes that are widely distributed across Norway, Sweden, Italy
and Spain, as we illustrate in Figure 5.1. MONROE is able to collect
measurements under diverse conditions, from major cities to remote
islands (including one node in Svalbard, in the Arctic). There is a dense
deployment of nodes in a few main cities (e.g. Oslo, Stockholm, Madrid,
Torino, etc.), giving a more detailed view of network conditions in urban
areas.

Mobility: 150 MONROE nodes are deployed on trains and buses in
order to cover both rural and urban areas. These nodes are instrumental
to provide insights on the mobility characteristics of MBB.
Multihomed: Each MONROE node is connected simultaneously to three
mobile broadband networks, which makes it possible to conduct a wide
range of measurements and experiments that compare the performance
of each network, or explore novel ways of combining resources from
each network. Along with MBB networks, MONROE also provides WiFi
connectivity to allow experimenting on different access technologies and
explore methods such as traffic offloading.

Flexible and powerful MONROE nodes: The MONROE nodes are
designed such that they are flexible and powerful enough to run most
measurement and experiment tasks, including demanding applications
like adaptive video streaming. Furthermore, MONROE enables experi-
menting novel services and applications on MBB networks by allowing
configuration changes such as kernel modifications.

3NNE is currently in an operational state, with a functioning system for node manage-
ment, deployment of experiments, handling of data etc. as well as real-time visualization of
measurements (demo available at http://demo.robustenett.no).
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Figure 5.1 Geographical distribution of MONROE Nodes. MONROE builds on the existing
NorNet Edge (NNE) infrastructure, consisting of 200 dedicated operational nodes spread across
Norway.
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5) Rich context information: In addition to information about network,
time and location for experiments, MONROE nodes have built-in support
for collecting metadata from the externally connected modems, including
cell 1D, signal strength and connection mode.

6) Open access: MONROE is open to external users and makes it easy to
access the system and deploy experiments on all or a selected subset of
the nodes.

7) Visualization and Open Data: The MONROE platform has a measure-
ment system that collects basic experiment results and then stores them in
a database. Interested parties can then consume the measurement results
through a real time visualization system. Furthermore, the results are
provided as Open Data in regular intervals.

5.4 MONROE System Design

We designed the MONROE platform to make it easy for external experi-
menters to run their customized measurements. In this section, we expand on
the MONROE system design and review the main building blocks and their
functions. We illustrate the MONROE framework in Figure 5.2. Notably,
MONROE not only allows to monitor and analyze the behavior of MBB
network connections in real-time, but also to store measurement data jointly
with metadata in the form of open data for offline analysis. The MONROE
system comprises:

Figure 5.2 Building blocks of the MONROE system.
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1. User access and scheduling system: The scheduling system handles the
MONROE measurements through a user-friendly interface consisting
of an AngularJS-based web portal. As part of the MONROE federation
with the Fed4FIRE initiative of the European Commission?, the user
access follows the Fed4FIRE specifications in terms of authentication
and provisioning of resources. The portal allows to access the MONROE
scheduler, which is in charge of setting up the experiments without
requiring the users to directly interact with the nodes (i.e., no login access
to the node environment).

2. Management and maintenance system: The operations team uses this
system to manage and maintain the MONROE testbed. It involves an
Inventory that keeps all the information (e.g., the status of each node,
status of different connections, location of the nodes, etc.) required for
operations and maintenance. It also involves a Monitoring Agent that
monitors and reports the health of the system (e.g., logging, performance
monitoring, self checks for services etc.).

3. Node modules: The software on the measurement nodes includes the

core management components and the set of experiments. The core
components consist of the main software (watchdog, routing, network
monitor, etc.) running on the node and make sure that the node is oper-
ational. An important core component is the Metadata Multicast, which
is responsible for collecting and multicasting the metadata such as node
status, connection technology and GPS. We provide a messaging API in
order to relay real-time metadata to experimenters through ZeroMQ in
JSON format.
The experiments run in Docker® containers, which are running on a
Debian Linux operating system. Containers can be described as light-
weight virtualized environments and are particularly convenient since
they allow agile reconfiguration and control of different software com-
ponents. When external experimenters require kernel modifications to
deploy their measurements, MONROE offers the possibility of using
virtual machines within the node ecosystem. Experimenters can imple-
mented and configure their measurements using any programming/
scripting language, as long as the resulting experiment runs within these
constraints.

“http:/iwww.fed4fire.eu/
Shitp://www.docker.com
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In order to monitor and assess the performance of MBB networks,
MONROE continuously runs a basic set of experiments (MONROE Mon-
itoring Experiments in Figure 5.2). Current deployed basic experiments
include: continuous background measurements (e.g., ping to predefined
servers), periodic bandwidth-intensive measurements, and a traffic ana-
lyzer developed in the mPlane project (Tstat). In Section 5.6.1, we
expand on these measurements and analyze preliminary results. Apart
from this, MONROE enables many other experiments for its external
users (User’s Experiments in Figure 5.2), which we further exemplify
in Section 5.7.

4. Repositories and Database: The MONROE system supports external
repositories to collect experimental data. Data transfer from nodes to the
repositories is based on a set of agents that follow a publisher/subscriber
model. We collect the results of the MONROE Monitoring Experiments
in the MONROE repository and we subsequently import them to a
centralized database for offline analysis. The database is based on a
non-relational technology, oriented to time series analysis, and highly
scalable to manage large volumes of data. We designed the database
schema around the concept of experiments instead of physical nodes, with
a clear distinction between experimental measurements and metadata.
Several measurement responders we host in the MONROE backend act
as measurement servers for certain experiments.

5. Visualization and Open Data: A near real-time visualization and moni-
toring tool enables stakeholders to access a graphical representation of
the MONROE platform status in terms of deployment of the nodes,
status of each device, as well as results of MONROE Monitoring Experi-
ments. The results of selected measurements are provided as Open Data
in regular®.

5.5 Experiment Deployment

MONROE is an open platform for external users to experiment with MBB
networks through active measurements. In this section, we detail the process
an external user needs to follow in order to access the MONROE platform and
we detail the MONROE components each experimenter interacts with. The
work flow involves three main phases, as illustrated in Figure 5.3: Experiment
Design, Testing and Experimentation.

®https://zenodo.org/collection/user-h2020_monroe
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Figure 5.3 Experiment creation and deployment phases.

Experimenters have to define the measurements they want to obtain and
decide how to implement them. Experiments run inside Docker containers, so
they can consist of virtually any piece of software. During the testing phase,
a MONROE administrator checks that the behavior of the container adheres
to a set of minimum safety and stability rules; approved images are crypto-
graphically signed and moved to our repository. Finally, the experimenter uses
a web-based interface to schedule the experiment, selecting the number and
types of nodes and suitable time-slots. Once the experiment is deployed and
run, the results of experiments are automatically collected and transferred to
a repository maintained by MONROE. Alternatively, experimenters can also
choose to transfer/stream the results to their preferred location using their own
independent solution.

Experiments can collect active and passive traffic measurements from
multiple MBB networks. For active measurements the platform provides both
standard/well-known tools (e.g., ping, paris-traceroute) and project-crafted
ones. For passive measurements, it embeds tools such as Tstat [33] to analyze
the traffic generated. Moreover, each node passively generates a metadata
stream with modem and connectivity status, and the measurements of several
embedded HW sensors (GPS, CPU usage, temperature, etc.). Experimenters
can either subscribe their experiments to the stream in real-time or consult the
database afterwards. Considering that experimenters can deploy any additional
measurement tools, the set of possible measurements is flexible and open.
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We provide User Access to the experimental platform via a web-based
MONROE Experimenters Portal that enables users to schedule and run new
experiments. The portal allows to access the MONROE scheduler, which is
in charge of setting up the experiments without requiring the users to access
the nodes. Since we federated MONROE within Fed4FIRE in order to build a
large-scale, distributed and heterogeneous platform — authentication and pro-
visioning of resources follows the Fed4FIRE specifications. In the following
sections, we provide details on MONROE’s federation with FED4FIRE, user
authentication, experimenters portal and scheduler.

5.5.1 MONROE as a Fed4FIRE Federated Project

The Fed4FIRE Portal isa common and well-known tool where registered users
can select and access an available testbed (e.g., the MONROE platform). The
Fed4FIRE Portal is powered by MySlice software’ and offers a directory of
all FIRE testbeds, tools and links to project websites. In other words, the portal
acts as an experimentation bridge to resources and their corresponding control
tools.

To be able to join MONROE and run their experiments, the external users
must first become familiar with the terminology and the tools of the Fed4FIRE
federation and, in particular, with the MONROE project documentation. The
available documentation of Fed4FIRE describes the federation of testbeds as
a generic environment.

The user must apply for a Fed4FIRE account and download the corres-
ponding required certificates, which should be associated with an existing
MONROE experimentation project. The Fed4FIRE introductory documen-
tation explains how to go through these particular steps. We note that the
user must specify an already existing MONROE project, or alternatively,
create a new one. In Section 5.5.2 we expand on how to complete the user
authentication phase.

Once granted access to the platform, the user is recommended to follow
and execute a MONROE tutorial, which describes those elements that are
specific to the MONROE testbed, including the AngularJS client devel-
oped in the project for user access and experiment scheduling. Those users
that plan to run measurement experiments in MONROE testbed should
be familiar with the contents of the MONROE tutorial. To reserve the

"MysSlice: http://myslice.info
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resources for a specific experiment, the experimenter has to use the MONROE
scheduler (Section 5.5.4), which can be accessed through the MONROE
User Access client (Section 5.5.3). With the above, the experimenter can
reserve the resources up to the limit granted to him/her by the MONROE
consortium.

5.5.2 User Authentication

In this section, we describe the Fed4FIRE AAA policies and procedures, and
how we adapt them to the MONROE project.

A federation is a collection of testbeds (or ““islands’) that share and trust
the same certification authorities and user certificates. Fed4FIRE realizes
a federation of a large number of wired, wireless and OpenFlow-based
testbeds principally located in Europe. Each island manages its resources
using dedicated tools and can decide which kind of certificates (and from
which authorities) it wants to accept. In this context, Fed4FIRE works with
X.509 certificates to authenticate and authorize experimenters (users) on its
testbeds. The authority which provides valid certificates in the Fed4FIRE
federation is located at the iMinds infrastructure. The certification authority
has the concept of Projects which bundle multiple users. Any user can requests
for the creation of a new project, but it must be authorized by the Fed4FIRE
administrators. Subsequently, the project responsible can approve new experi-
menters for that particular project, without prior approval from Fed4FIRE
administrators.

MONROE shares and trusts the certificates generated by the iMinds
authority, and therefore, is a member of the Fed4FIRE federation. We note
that all the project functions and operations in MONROE depend on the user
certificates, including resource reservation, measurements deployment and
downloading experiment data. MONROE does not support other certification
authorities or other federations (e.g., GENI).

Each partner in the MONROE consortium manages its own private project
inside Fed4FIRE. Similarly, external institutions could have their own private
projects upon request and approval by the MONROE Project Board. Individual
researchers cannot join the MONROE testbed, as all the users must belong
to at least one project (which corresponds to an institution that is managing
it). However, each institution can easily invite new users and grant access to
their respective projects offering the available resources which the MONROE
administrators manage.
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5.5.3 The Experimenters Portal (MONROE User Access Client)

Through the Experimenters Portal, verified external users can obtain access to
the MONROE platform and deploy their measurements. After providing the
necessary credentials to authenticate with the MONROE User Access client,
the user can visualize a historic of all its experiments and check their current
status (Figure 5.5). Clicking on any row of the table shows the details of the
experiment selected.

Before scheduling new experiments, users can verify the current state of
the MONROE resources. The “Resources’ tab (Figure 5.4) allows experi-
menter to query all the existing resources in the MONROE platform and their
time availability, using multiple filters if required.

In the ““New experiment” tab, the user can create a new experiment
and input the required parameters. The basic experiment details include
the identifying name and the docker script to run the experiment. In the
Experiment Size group, the user specifies the number of nodes required
to run the experiment, and the desired characteristics of those nodes using
filters that allows to select, e.g., the location of the nodes to use in the
experiments, their hardware/software version, static or mobile nodes, testing
nodes for preliminary/debugging tests, etc. Furthermore, the user can select
the operator of interest and then define the maximum amount of data to
be transferred per experiment over that interface/operator. This data limit
is enforced during the experiments in order to avoid exceeding the mobile
data quotas. In the Experiment Duration the user specifies the duration of the
experiment by providing a starting and stopping date-time, or by clicking the
*“as-soon-as-possible” check box.

Figure 5.4 Resources availability in MONROE.
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Figure 5.5 MONROE experiment status.

5.5.4 MONROE Scheduler

Through the MONROE User Access Client, the experimenters interacts with
the MONROE Scheduler. The scheduler ensures that there are no conflicts
between users when running their experiments and assigns a time-slot and
node resources to each user.

In Figure 5.6 we present a schematic overview of the MONROE Scheduler
functionality. We implement the MONROE Scheduler as a low-connectivity
scheduling system which relies on the assumption that nodes are available,
independent of short-time loss of connectivity. Due to the multihoming setup
of the MONROE nodes, they may contact the scheduler from different
addresses, possibly with provider-dependent modifications and filters. The
Scheduler consists of two components — the scheduling server running in a
central, well-known location and the scheduling client running on the nodes
(Figure 5.6).
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Figure 5.6 Scheduling system.
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The scheduling server:

o takes care of the experiment schedule and resolves conflicts
e assigns roles to authenticated users
e provides a REST API to users and nodes to query and edit scheduling
status
e provides an XML-RPC API compatible with the Fed4dFIRE AM API
definition
The scheduling client:

e sends a regular heartbeat and status to the scheduling server
o fetches the experiment schedule for the current node
e downloads, deploys, starts and stops scheduled experiments

Authentication to the server is based on X.509 client certificates. Users,
administrators and nodes all authenticate using this mechanism and use the
same scheduling API. By importing the Fed4FIRE certification authority
certificate, users may authenticate using their Fed4FIRE credentials.

Due to the connectivity constraints especially of mobile nodes, deployment
of experiments on the node is not immediate. Download and deployment
of experiments will take place as early as possible within the constraints of
available space on the node. The node will report a successful deployment to
the scheduler and schedule the start and stop times for the experiment container
internally. Changes in the schedule are propagated to the node whenever
possible.

The MONROE Scheduler implements the procedures and policies we have
defined to guide the MONROE experimentation. These include, but are not
limited to:

e The scheduler allows booking of fixed time slots for each measurement
experiment.

e Priority is defined by the first-come first-serve principle, while the
consortium will monitor fairness.

e If an experiment is marked as exclusive, only one experiment may run at
a given time on a node.

e If an experiment is marked as active, one such experiment may run at a
given time on a node, while allowing passive experiments.

e If an experiment is marked as passive, a given number of such experi-
ments may run at a time. No traffic may be generated by the experiment.

e User experiments may be scheduled as periodic, continuous, or one-time.
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e Only experiments for which a time slot has been booked in advance may
be run.

e Nodes may be of different types (static, mobile, urban, rural, certain
country, etc. . .) defined by the MONROE project. Booking requests can
select to use or reject these filters.

e Abooking over several nodes or several time periods is treated as atomic
(i.e., if one of the booking periods or nodes is unavailable, the entire
booking is rejected). Several bookings over different nodes or time
periods may be linked to an atomic unit.

In order to determine the resource requirements, each user needs to schedule
its experiment to first run on the testing nodes (Testing Phase in Figure 5.3).
This step allows us to monitor the resource usage of each experiment. If
the usage is within defined constraints, the MONROE administrators move
on to approve the user experiments by means of a cryptographic signature.
Only then, the experiment image is cleared to be scheduled on regular
nodes.

The scheduling process on the node (Deployment Phase in Figure 5.3)
defines three actions: (i) deployment, (ii) start and (iii) stop of the experiment.
The deployment step may take place at any time before the scheduled start
time, and should finish before the experiment starts. In this step, the scheduler
reserves the requested resources and loads the experiment image onto the
nodes. During the start process, the scheduler sets the resource quotas and
starts using the experiment image a container system where experiments will
run. The stop action notifies the experiment of its impeding shutdown, then
removes the container after a short grace period. Measurement results may be
stored on disk, and will be transferred during and after the termination of the
experiment as connectivity allows.

5.6 Network Measurements and Analytics with MONROE

The MONROE platform continuously runs a set of basic measurements with
the purpose of characterizing the state of the MBB providers in Europe.
Interested parties can consume the data through the MONROE visualization
GUI, thus making MONROE a solution for near real-time network perfor-
mance monitoring. In Figure 5.7, we show a snapshot from the MONROE
monitoring interface tracking a node in terms of both RTT and signal strength.
Alternatively, we provide the measurement results as open data which external
users can access and use for running network analytics.
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5.6.1 MONROE Monitoring Experiments

The MONROE Monitoring Experiments currently include (but are not limited
to) i) continuous ping measurements towards a fixed target in Sweden, ii) a
simple bulk data download, and iii) web browsing performance measurements.
The MONROE nodes also continuously run Tstat [33], a passive monitoring
tool developed within the mPlane project [34]. Tstat extracts information
from the flow of packets being transmitted and received by each node.
This facilitates the use of the MONROE platform as an analytic tool for
troubleshooting and root-cause analysis. In this section, we report preliminary
measurement results illustrating the capabilities of the platform towards
performance monitoring and network analytics.

a) RTT Measurements: Each MONROE node runs a ping measurement
every second on each active interface against the same target measurement
server we host in the MONROE backend in Sweden. Figure 5.8 shows the
violin plot for the RTT samples we collected during one week (from the
8th of July until the 15th of July 2016) from 30 stationary nodes connected
in total to 7 different operators in 3 countries. Each “violin” shows the
probability density of the RTT at different values, the higher the area, the higher

Figure 5.8 Violin plots of the RTT measurements for different operators in Spain (ES),
Norway (NO) and Sweden (SE).
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the probability of observing a measurement in that range. We observe that the
RTT measurements exhibit typically a multimodal distribution, correspond-
ing to different access delays faced by different radio access technologies
(e.g., 3G/4G).

The results are intuitively expected: nodes in Norway and Sweden that
are closer to the target measurement server (which we host in the MONROE
backend in Sweden) exhibit lower delay than the nodes in Spain. However,
the variance of the measurements is much higher than in fixed networks,
showing that MBB introduces complexity even for basic tests, such as RTT
monitoring. Given that the ping experiment is running continuously, some
of this variation can be due to interactions with other experiments running
on the MONROE nodes. The repetitive measurements allow us to track this
key parameter in time and capture the experience of customers using mobile
subscriptions similar to those active on the MONROE node. By analyzing the
RTT time series, we plan to further identify delay trends and correlate them
with the time of the day, the geolocation of the measurement node and the
rich context information we collect from the devices (e.g., RAT changes and
variations in the signal strength). This uniquely enables us to work towards
understanding congestion patterns in the networks.

b) Download Capacity Measurements: In Figure 5.9, we illustrate down-
link throughput measurement results. Every two hours, we schedule the
download of a 50 MB file on 30 stationary MONROE nodes on all interfaces
corresponding to seven different MBB operators from an HTTP server we
host in the MONROE backend in Sweden. Running in the background, Tstat
analyzes this traffic and generates different key performance metrics, including
download throughput and the RTT from the client to the server. Plots in the
top row of Figure 5.9 show the CDF of the download throughput, while plots
on the bottom show the evolution over three days of experiments (from the
22nd of July until the 24th of July) of the average RTT as observed by Tstat
during the transfer. We note that performance varies wildly among countries,
among operators within the same country and over time.

As expected, nodes in Spain located further away from the measurement
server display a higher RTT than the nodes in Norway or Sweden. Also, we
see a clear separation between the RTT we measure in Norway for the two
operators. Based on further analysis we perform with Tstat, we identify the
presence of a non-transparent proxy in the network of operator op1. We further
note the impact of the web proxy when monitoring the goodput metric for
both operators in Norway: op1 benefits from the proxy and displays a higher
goodput than op0.
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¢) Web Browsing Performance: Aside from the basic measurements that
run continuously on the measurement nodes, we design and periodically
schedule a specific experiment to gauge web browsing performance across
multiple MBB providers in different countries. Each MONROE node connects
on each interface to two different websites®, which we chose based on their
popularity in the Alexa ranking, but also based on their different appearance
and rendering style. As part of the experiment design, the web performance
test breaks down the times used for different phases in a web transaction at
each interface of the MONROE node: time to resolve the DNS name, time to
connect to web server and time to download the web content and all its objects
(including elements generated by javascript). Also, the web performance test
tracks several other metrics to describe the web browsing activity and the
target website, including number of DNS iterations, number of HT TP redirects,
number of HTTP elements or HTTP download size.

In Figure 5.10, we illustrate the CDF of the complete page load time and
the CDF of the average time to first byte of content broken down per country
and per website we target. We observe significant variance in both metrics.
This happens because some pages (e.g., en.wikipedia.org) consist of fewer
objects, and therefore can complete faster. The median object counts per web
page are 69 for www.bbc.com and 14 for en.wikipedia.org. Other pages take
longer to download because they have several objects that may be fetched from
multiple servers. Also, for the Spanish operators, we detected multiple number
of DNS iterations for www.bbc.com, thus partially explaining the higher TTFB
metric compared to other operators in Norway and Sweden.

Discussion: While these experiments are preliminary, they clearly show
the need of experimental investigation to understand 3G/4G network and
application performance. The MONROE platform offers researchers the
unique opportunity to run and repeat experiments to provide evidence of
complicated phenomena.

5.6.2 Network Analytics with MONROE

One of the main targets of the MONROE platform is to provide experimenters a
rich dataset of key mobile broadband metrics, from which different stakehold-
ers can further extract the information of interest regarding the performance
and reliability of MBB networks. To measure the network in a reliable and fair
way, itis crucial to identify the metrics that accurately capture the performance

8The two websites we target are “www.bbc.com” and “en.wikipedia.org”.
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Figure5.10 Web performance results: the Average Time to First Byte and the Complete Page
Load Time for operators in Spain (ES), Norway (NO) and Sweden (SE) for two target websites
www.bbc.com and en.wikipedia.org.

and the conditions under which we evaluate these metrics. Different stakehold-
ers have different requirements on the metrics supported by the MONROE
platform. For example, on the one hand, regulators need connectivity, coverage
and speed information collected from a third-party, independent platform to
monitor whether operators meet their advertised services, and as a baseline
for designing regulatory policies. On the other hand, operators are interested
in time series reporting of operational connectivity data to identify instability
and anomalies. Furthermore, application developers need to cross-check QoS
parameters against the behavior of the underlying network to design robust
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services and protocols. From the above considerations, it is clear that the
collection of data cannot be limited to transmission and packet-level statistics,
but there is an obvious need for rich metadata to be associated with the
performance and reliability measurements.

The network metadata enables MONROE to capture the network context
under which we measure the key performance metrics. The parameters we
report include but not limited to provider name, radio access technology (RAT)
type, RAT-specific parameters (e.g., RSRP, RSRQ, RSSI) and network con-
nectivity status. Network metadata is crucial not only for coverage information
but also during the analysis of the measurements in order to understand the
underlying factors that affect the performance.

a) Mimicking Drive Tests for Mobile Coverage: One essential aspect
when monitoring MBB providers is characterizing the coverage offered
to unveil complex patterns of different radio access technologies (RATS)
in an area. Network operators regularly test different network parameters
of their deployed infrastructure for network benchmarking, optimization,
troubleshooting and service quality monitoring. This is usually done via drive-
testing where measurements are either collected by a vehicle with an embedded
GPS device and other measurement equipments e.g. a laptop or by using
mobile phone with an engineer roaming around the streets and roads of a region
so that to have an end-user experience. However, there are major drawback
to this approach, mainly the high cost it entails in terms of time and labor,
and also that it does not cover most of the region where there are customers.
The mobile MONROE nodes (placed on public transport vehicles) enable
mimicking the drive tests measurements resulting in a dataset similar to the
ones operators work with. Piggy-backing network measurements onto public
transportation vehicles via MONROE offers additional benefits, including
ensuring repeatability of drive runs on the same route, in similar busy-hour
conditions, since the MONROE node is active in the times when the trains
or buses carry passengers to their destinations. This approach emerges as a
cost-effective alternative to the drive test performed by operators, with the
added perk of allowing other parties, including public transport companies,
to assess and compare the MBB coverage along their infrastructure at a zero
added cost.

In Figure 5.11, we illustrate the measurement location from the mobile
nodes active aboard trains inside Oslo are in Norway. We color-code the data
points to show the radio access technology we read from the modem connected
to one of the operators we measure. We observe that majority of time the node
has 3G coverage and intermittent 4G coverage.
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Figure 5.11 Coverage reading from MONROE nodes operating aboard trains in Oslo, NO.
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5.7 User Experiments

Along with being a near real-time monitoring and benchmarking platform,
MONROE is an open platform for experimentation with MBB networks.
Below, we list a set of representative examples that MONROE users are
currently curating. This serves to further illustrate the value of the MONROE
platform and the variety of experiments it can accommodate.

a) Service Oriented Quality of Experience: A first dimension to explore
comes from the great interest in how users perceive individual services
and applications over different terminals (e.g., mobile phones, tablets, and
computers). The recent proliferation of user-centric measurement tools such as
Netalyzr [6] to complement available network centric measurements validate
the increasing interest in integrating the end user layer in network performance
optimization. MONROE enables experimentation with essential services and
applications, including video streaming, web browsing, real-time voice and
video, and file transfer services. The service oriented measurements give a
good bases for investigating the mapping from Quality of Service to Quality
of Experience.

b) Protocol Assessment: A second dimension to explore consists in the
assessment of existing and new protocols in MBBs on a scale that was
previously not possible. The large availability of experimental resources in
MONROE is well suited to assess networked applications under a wide range
of network conditions, while still giving experimenters strong control of
the testing environment. Furthermore, the multihoming aspect of MONROE
nodes makes it ideal for experimenting with protocols that exploit multiple
connections opportunistically, e.g., in parallel or by picking the one with the
best available service to increase robustness and performance, or to achieve
the best cost-performance ratio. Examples of such protocols and services
include, butare not limited to, Multipath TCP, Device-to-Device for offloading
or public safety applications, portable video streaming services or e-health
services.

¢) Middlebox Impact: Another significant use case for MONROE is
related to the use of middleboxes. These can range from address and port
translators (NATS) to security devices to performance enhancing TCP prox-
ies. Middleboxes are known to introduce a series of issues and hinder the
evolution of protocols such as TCP. Therefore, measuring and understanding
their behavior is essential. Since middleboxes of different types are ubiquitous
in MBB networks, a platform such as MONROE offers an excellent vantage
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point from which to observe and characterize middlebox operation in real
world deployments.

d) Knowledge Discovery and Network Analytics: Beyond mere service and
protocol assessment, MONROE offers the possibility to develop mechanisms
to augment network performance by learning from measurements. This use
case involves post processing of data, to deepen the understanding of network
behaviors. The goal is to identify causalities and correlation of different param-
eters that can individually or collectively affect the performance and reliability
of the network. In order to identify unexpected data patterns that deserve
attention, one should go beyond data-mining and correlation approaches,
and rather use knowledge description techniques, such as the Kolmogorov
complexity method [35] or the minimum description length theory [36].
Such approaches are beneficial for different stakeholders including operators,
vendors, developers and service providers. Therefore, we envision MONROE
to have a significant impact on different sectors of industry through these
knowledge discovery approaches, while helping to improve the performance
of their products leading to a better user experience for the end users.

5.8 Conclusions

In this chapter, we introduce the MONROE platform: an open and industry-
grade platform for MBB measurements and experiments. The MONROE
platform enables accurate, realistic and meaningful assessment of the per-
formance of MBB networks by continuously monitoring these networks
via active testing (e.g., delay test, web performance test, download speed
test) and context metadata collection (e.g., connection mode, signal strength
parameters). Furthermore, MONROE provides the perfect setting to test
novel services and protocols thanks to its flexible and powerful nodes with
multihoming support. In this chapter, we showcase the monitoring capabilities
of the platform by analyzing preliminary performance measurement results.
We further describe various examples of experiments that are supported
by the platform in order to illustrate the unique features of the MONROE
platform.

We argue that mobile measurements over operational networks are essen-
tial to understand the fundamental characteristics of mobile ecosystem as
well as to establish the quality of end user’s experience for different ser-
vices. Such information is valuable to many different stakeholders including
operators, regulators, policy makers, consumers, society at large, businesses
whose services depend on MBB networks, researchers and innovators. For
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example, MONROE measurement results provide insights that can enable
operators with more accurate radio resource and infrastructure planning, more
cost-efficient investments, and better network utilization. Operators can also
explore differentiated and specialized services, as well as their requirements
and impact on applications. Application developers for mobile devices can
use the platform to test various applications and services over MBB. With
better knowledge about MBB and the ability to test services, MONROE
will contribute to service providers innovating more and realizing innovative
services. Internet of Things and smart city services will lead in this direction as
more vertical specific applications and services will be developed along with
the evolution towards 5G. Due to multihomed support, innovations regarding
network selection, handover and aggregation can be developed to make
applications more robust with better adaptability and increased quality; for
this, multipath TCP and Device-to-Device communications are instrumental.
These are a few examples of the opportunities in the MBB field that requires
extensive research efforts from both industry and academia, and the MONROE
platform with its unique features is the key enabler to achieve them.
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PerformNetworks: A Testbed for Exhaustive
Interoperability and Performance
Analysis for Mobile Networks

Almudena Diaz, Cesar A. Garcia-Perez, Alvaro Martin,
Pedro Merino and Alvaro Rios

Universidad de Malaga, Andalucia Tech, Spain

Abstract

PerformNetworks (formerly PerformLTE) is a FIRE facility located at Uni-
versity of Méalaga devoted to LTE and 5G technologies experimentation.
This testbed is one of the first to provide mobile technologies in FIRE,
featuring a unique combination of commercial-off-the-shelf technology with
conformance and research equipment. This chapter will provide the details
about the testbed which provides mobile connectivity through different experi-
mentation scenarios, moving between emulation and real-world environments.
The configurations offered cover a broad spectrum of experiments, from appli-
cations and services to innovative network solutions. The chapter will also
describe the experiences in the context of FIRE including: the federation with
Fed4FIRE technologies; the use of experimentation technologies like those in
the FLEX project, the support for several experiments (MobileTrain, SAFE
and LTEUAV) from SMEs coming from different sectors; the exploitation
as the core testbed in two new H2020 FIRE+ Innovation Actions and the
evolution of the testbed to overcome future challenges in mobile networks
research and innovation.

Keywords: LTE, 5G, Mobile Communications, QoS, QoE.
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6.1 Introduction

PerformNetworks? is a testbed which is building and maintaining an experi-
mentation eco-system, that will provide access to experimenters, to state-of-
the-art mobile technology. Its primary objective is to provide an advanced and
realistic experimentation environment for researchers, developers, manufac-
tures, SMEs and mobile operators.

The testbed is intended to address the main trends of current mobile
deployments, providing tools to characterize the behavior of networks under
different conditions, providing insights into how the protocols and the services
can be optimized. It is therefore very important to give developers, mobile
operators and manufactures a very accurate view of any component of the
network behavior in order to implement the right policies regarding resources
management.

PerformNetworks supports developments and the improvement of deploy-
ments around mobile technologies through:

e Delivery of afull testing platforms that properly support the configuration
of full stack mobile technologies including radio access network, core
network and performance measurements.

e Delivery of measurement tools, for discovering the precise impact of
radio and core configurations on devices and applications. This is critical
for device manufacturers and operators to ensure that applications and
devices can take full advantage of the potential offered by upcoming 5G
mobile technologies.

e Delivery of advanced results based on the correlation of data collected
at different points of the network and at different levels of the protocol
stack, to obtain a complete characterization of mobile applications under
different radio and core configurations.

PerformNetworks can play many roles in the field of mobile experimentation,
as a first approach it can be used as a platform to track-and-trace network
configurations and the QoS delivered at the users level. Power consump-
tion is also a major issue in the design of mobile devices and in mobile
applications, and also greatly affects the quality of the subscriber experience.
Therefore accurate measurements of power consumption in mobile devices
are provided.

The testbed also aims to become a reference interoperability platform
where manufacturers and researchers can check the interoperability of

Yhttp://performnetworks.morse.uma.es/
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commercial and/or experimental solutions. Finally mobile devices are one
of the first point of contacts with the new mobile technologies and the testbed
supports the interconnection of commercial and experimental devices as well
as the inst