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Preface

This book is a translation and adaptation of the Dutch report Opgave Al. De Nieuwe
Systeemtechnologie, which was presented to the Minister of Economic Affairs and
Climate Policy in 2021." In this study, the Netherlands Scientific Council for
Government Policy (WRR) characterizes artificial intelligence as a ‘system technol-
ogy’ that fundamentally alters society and establishes five overarching tasks for
governments to embed Al into society.

This publication was written by Prof. Corien Prins (Chair and primary Council
Member, LLM), Prof. Dr. Haroon Sheikh (Senior Research Fellow), and Dr. Erik
Schrijvers (Senior Research Fellow), with the support of Drs. Eline de Jong (ex-
staff member), Tessel van Oirsouw (intern, BA BSc), Prof. Dr. Mark Bovens
(Council Member, LLM) and Monique Steijns (staff member, LLM).

Mission Al. The New System Technology is the product of the extensive study of
academic literature, policy documents and analysis.

In addition, we have conducted interviews with over 170 external experts in the
public and private sectors, both from the Netherlands and abroad. The interviews
include conversations with municipalities, regulators, High Councils of State, scien-
tists, company representatives, actors from civil society organizations and members
of the Dutch AI Coalition. We are grateful for their contribution to this report. Their
names are listed at the end of this report. During the final phase of the project, texts
were reviewed by Prof. Dr. Luc Steels (Emeritus Professor of Artificial Intelligence,
Vrije Universiteit Brussel), Marleen Stikker and Tom Demeyer (Director and CTO
of Waag, respectively), Prof. Dr. Stavros Zouridis (Council Member of the Dutch
Safety Board, LLM), Prof. Dr. José van Dijck (Professor of Media Studies, Utrecht
University) and Prof. Dr. Koen Frenken (Professor of Innovation Studies, Utrecht
University). We thank them for their comments and valuable suggestions.

Den Haag, The Netherlands Haroon Sheikh
Corien Prins
Erik Schrijvers

!'The original Dutch publication (2021) has been adapted for an international audience but has not
been updated.
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Chapter 1 m
Introduction Check or

1.1 AI at a Turning Point

A robot wrote this entire article. Are you scared yet, human? I’m not a human. I’m a robot.
A thinking robot. I use only 0.12% of my cognitive capacity.

This report, published by the Scientific Council for Government Policy (WRR), has
been written entirely by humans. Likewise, we expect that advisory reports like this
one will continue to be written by humans. The same applies to the larger part of
journalism, despite what the introductory quote might suggest. In fact, it later
became apparent that humans had indeed written much of the article that opened
with these words, which appeared in The Guardian on 8 September 2020.
Nevertheless, the stir caused by the article made one thing clear: artificial intelli-
gence (Al) is now front-page news.

The term artificial intelligence was first coined in the 1950s. Since then, scien-
tists have been working to develop systems capable of performing tasks that require
cognitive skills and operating with some degree of autonomy. In recent years, how-
ever, something has changed. Whereas Al used to be the domain of scientists, enthu-
siasts and science-fiction lovers, the technology now speaks to the imagination of a
wider audience. In other words, Al appears to have taken off, with irrevocable
effects for society. Here is a small selection of news stories from the past few years.

Google’s AlphaGo program beats defending champion Lee Sedol at the
board game Go. When IBM’s Deep Blue beat chess champion Garry
Kasparov in the 1990s, the expectation was that it would take a century
before a computer could also win against a human at the more complex
game of Go.

Microsoft brings out Tay, an Al bot that learns from human behaviour
on social media. Within a few hours Tay becomes a malevolent troll,
making hateful comments about women and posting fascist tweets.

© The Author(s) 2023 1
H. Sheikh et al., Mission Al, Research for Policy,
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Stories spread that Facebook’s Al programs have developed their own
language, which people cannot understand. These stories appeal
directly to visions of uncontrollable Al and so the programs are quickly
shut down.

Sophia, a robot created by Hanson Robotics, speaks at a conference in
Saudi Arabia and is granted citizenship.

CEO Sundar Pichai demonstrates Google Duplex, an Al assistant
whose voice is claimed to be indistinguishable from that of a human
and can perform tasks such as making dinner reservations.

A deep-fake video of President Barack Obama appears in which he
seems to be giving a speech that is actually being read by comedian
Jordan Peele.

IBM’s Project Debater takes on one of the world’s best debaters, Harish
Natarajan, about subsidizing nursery schools. Following an
argumentative showdown between man and machine, the judges
pronounce Natarajan the winner.

The Guardian publishes an essay written by GPT-3, a language
generator developed by OpenAl, in which it argues that humans need
not feel threatened by Al

Boston Dynamics publishes a video of its robots dancing to The
Contours’ Do You Love Me?

Big business is pouring money in Al, and those investments are clearly yielding
results. The technology is becoming embedded in people’s daily lives through
Google searches, Facebook feeds, use of Apple’s digital assistant Siri and recom-
mendations from Amazon and Netflix. Many European companies, from Siemens
and ASML to Airbus and Spotify, are using Al to personalize services, update prod-
ucts and optimize business processes. AI’s momentum is also apparent outside the
business community.

Governments, too, are taking an interest. In recent years, numerous countries
have published national AI strategies. In the Netherlands, for example, State
Secretary Mona Keijzer presented the Strategic Action Plan for AI (SAPAI) in
October 2019. Furthermore, many governments have become major Al users. Police
forces, militaries and customs services use the technology for security purposes, for
example, while hospitals deploy it to support care processes, infrastructure minis-
tries to improve public space and local governments for smart city projects.

Popular culture has embraced Al as well. Particularly as a source for dystopian
portrayals of the future. Movies featuring malevolent computer systems are a long-
standing staple of the film industry. Notable examples include Colossus: The Forbin
Project (1968) and The Terminator (1984). In recent years, interest in a future popu-
lated by increasingly intelligent computers has been revived in movies and series
such as The Matrix, I Robot, Her, Ex Machina, Artificial Intelligence, Transcendence,
Next, Black Mirror and Westworld.

Besides these fictional depictions of a dystopian future, contemporary controver-
sies surrounding the use of Al have emerged as a prominent topic of public debate.
Various social movements have been addressing both the risks and actual
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malpractices. In the military branch, for example, there is an ongoing debate about
drones that can automatically identify and eliminate targets, also known as ‘lethal
autonomous weapons systems’ or — more disturbingly — ‘killer robots’. In 2015 a
large group of scientists wrote an open letter to the United Nations calling for such
weapons to be banned. A second letter followed in 2017, this time also signed by the
founders of many companies active in the field.

The self-driving car is another example of an application that has provoked wide-
spread debate. In 2016 Joshua D. Brown became the first person to be killed in a
self-driving car. Since then, there have been numerous fatalities involving Uber and
Tesla vehicles. Another contentious application is facial recognition, which uses
computer vision to identify faces in moving or still images. The fear of totalitarian
surveillance has prompted calls for facial recognition to be banned. That led several
US cities, including San Francisco, Boston and Portland, to regulate or prohibit the
technology. On this side of the Atlantic, the European Commission has drafted an
Artificial Intelligence Act incorporating strict restrictions on the use of facial recog-
nition. In the Netherlands, recent Al-related controversies include the judicial pro-
hibition of System Risk Indication (SyRI, a technology intended to trace fraud) and
the so-called ‘Dutch childcare benefits scandal’ (Toeslagenaffaire), caused by the
Dutch Tax Administration’s use of algorithms to detect supposedly fraudulent
claims for childcare benefits. That led to thousands of parents being wrongly
accused and eventually brought down the third Rutte government.

1.2 Al Leaves the Lab and Enters Society

In short, Al is at a turning point. The technology is becoming part of our everyday
lives, kicking up dust along the way. We can sum up this transition as Al leaving the
laboratory and entering society (see Fig. 1.1). Although, of course, that is a simpli-
fied representation of reality. In today’s world, no hard and fast line can be drawn

Al in the lab Al in society
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Fig. 1.1 Al is leaving the lab and entering society
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between the laboratory, the research space and the public domain. Laboratories are
part of society, and ideas, people and practices are continually moving back and
forth between the two.! Moreover, the laboratory is not a fixed entity. The facility
Louis Pasteur worked in cannot be compared with a Cold War computer lab or a
modern-day global research institute. Nevertheless, the transition from lab to soci-
ety is a useful way of referring to the current movement in the field of Al

The origin of artificial intelligence as a scientific concept can be traced back to a
research programme at Dartmouth College, New Hampshire, USA, in 1956. People
had of course been fantasizing about Al long before then, but that programme
marked the start of systematic laboratory research into the subject. In the decades
that followed, various forms of AI found their way from that lab into society.
Programs to play checkers and chess have been around since the 1960s, and deci-
sion trees have long been an established feature of many digital systems. Since the
1980s we have seen the rise of ‘expert systems’: programs that, say, incorporate
medical knowledge to support doctors’ decision-making. From the start, the disci-
pline has yielded startling experiments and demonstrations that spoke to the imagi-
nation of the general public. Yet AI’s practical impact on the economy and society
remained relatively minor. Until recently.

It is only in the past decade that AD’s transition from lab to society has really
gathered momentum. It is now beginning to play a socially significant role, with its
development being shaped not only by the research community but also by actors
with their own particular interests, especially in the world of business. That was
exemplified by Google’s acquisition of the British research lab DeepMind in 2014.
DeepMind was responsible for the AlphaGo program mentioned above, which
defeated the defending Go champion in 2016. Big technology companies see Al as
an important driver of profit. Indeed, Google and Microsoft now describe them-
selves as ‘Al-first businesses’. Alongside these dominant technology platforms, a
growing number of innovative start-ups and established businesses in other sectors
are increasingly focusing on Al as well.

The number of national Al strategies shows that governments are equally inter-
ested in this technology. They see it not only as an important driver of future eco-
nomic growth and a tool for improving public services, but also as a potential source
of risk requiring regulation and supervision. Actors in civil society are becoming
increasingly engaged, too, as they seek to defend the vulnerable, campaign for nor-
mative frameworks or test the legality of certain practices in the courts. In recent
years the research community has both contributed technical expertise and entered
the normative debate regarding the applications of Al

Finally, the general public is now taking an interest in AL. Not only as a result of
the intensifying discourse about various visions of the future, but also because the
technology’s impact is becoming more and more tangible. Algorithms are increas-
ingly playing a role in services people depend on, such as education, health and

!'See, for example, Latour, 1983.
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benefit payments. Furthermore, Al is changing the nature of many professions,
requiring people to acquire new skills.

No one knows how AI will develop in the future. To a significant extent, how Al
influences society will depend on how the aforementioned actors view and deal with
it. They all have their own interests and values, and their own means of defending
and advancing their interests. Sometimes these coincide, as when pressure groups
and the media work together to support citizens who have been scammed, or when
governments and companies collaborate to reinforce a nation’s earning potential.
But clashes also occur. For example, there is tension between academics emphasiz-
ing openness in research and businesses protecting commercially sensitive informa-
tion. Private citizens and governments can also find themselves at odds over the use
of surveillance technology, where security and privacy are difficult to reconcile.

Ensuring that the use of Al is consistent with society’s core values requires coop-
eration, negotiation, familiarization, debate and conflict. In other words, making it
part of our lives will entail a complex process of social integration. What is the best
way to guide that process and to influence it where appropriate? To answer that
question, two topics require further investigation: the technological nature of Al and
its relationship with society.

1.3 Technology and Public Values

In this report we discuss what Al is and how the technology can be characterised.
There is a vast amount of literature on the impact that Al applications have in vari-
ous domains. However, to get to a cross-sectional study of the impact of AI, we need
to take a step back and ask what kind of technology we are dealing with.

One of AI’s distinctive characteristics is the breadth of its applications. The aca-
demic literature refers to technologies that lend themselves to wide-ranging applica-
tions as ‘general purpose technologies’. When understood as such, Al is comparable
with the steam engine, electricity and the internal combustion engine. With that in
mind, this report uses analogies with earlier technologies as the basis of its reason-
ing. The term we have adopted to convey the nature of Al is ‘system technology’,
with the word ‘system’ here referring to the many different technologies that com-
prise and are associated with Al, as well as its systemic impact on society.

Characterizing Al as a system technology has immediate implications for the
way in which we consider its impact. Its influence is now the subject of a large body
of literature,” as well as countless principles and charters. A recent inventory lists
more than 300 sets of ethical codes and guidelines covering AL? Prominent exam-
ples include those produced by the European Commission’s High-Level Expert
Group on Al (Al HLEG), UNESCO and the AI Now Institute. Many publications

2See, for example, Vetzo et al., 2018; Kulk & van Deursen, 2020.
3Russell, 2019: 249.
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link the technology’s impact to values such as explainability, transparency, non-
discrimination, privacy, autonomy and liability. Establishing such connections is
important and we therefore give them thorough consideration later in this report. At
the same time, it is dangerous to seek to reduce Al’s impact to a list of public
values,* since that is inconsistent with its dynamic entry into our society.

If Al is a system technology, as we argue in this report, then its impact on public
values cannot simply be reduced to a list of effects. There are several reasons for
that. First, as a system technology Al is increasingly going to be used throughout
society. Moreover, since we are still in the early stages of its development, no list
could be anything other than provisional. On top of that, the technology is set to
impact not only the ‘Al-specific’ values mentioned above but also those central to
the context in which the technology itself is applied. If Al can be used in a given
context, it has the potential to influence all public values relevant to that context.

The history of system technologies teaches us that AI’s effect on society is going
to be both unpredictable and wide-ranging. Trains and cars influence not only
mobility but also city planning, by greatly reducing the need to live close to one’s
place of work. Similarly, electrical domestic appliances have changed women’s
position in society. Furthermore, expectations regarding the impact of technology
can prove to be incorrect. Cars, for instance, were expected to make cities cleaner
by eliminating horse manure and the associated burden of disease from the urban
environment.’

Another significant factor is that system technologies themselves help to shape
values. The car enabled long-distance travel and new forms of youth culture, thus
influencing values such as privacy, freedom and autonomy.® How AI will impact
public values is therefore far from clear. The analyses now being undertaken are
very important because they shed light on what is currently happening and are
informing the debate as presently being conducted. The danger, however, is that if
such analyses are interpreted as comprehensive, that might give rise to the misap-
prehension that the impact of Al can be managed just as long as the associated val-
ues are safeguarded.

Finally, it is important to recognize that the concept of ‘impact’ is itself mislead-
ing. If we view society and its core values as static, we are apt to regard Al as an
external phenomenon with the potential to undermine those values — and the debate
regarding Al is indeed often framed in such terms. However, from that perspective
we are liable to lose sight of AI's potential to change society for the better; for
example, by promoting certain values more effectively. We should therefore adopt
an approach that acknowledges the dynamic nature of AI’s social integration, char-
acterizing its impact not in terms of external pressure but as a two-way interaction
between technology and society.

*See also the WRR Working Paper by Ernst Hirsch Ballin regarding human rights as benchmarks
for artificial intelligence (Hirsch Ballin, 2021). Rather than reviewing Al-based practices in terms
of their compliance with human rights, this demonstrates how Al can help uphold and foster them.
SGordon, 2016.

®SEO, 2019.
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1.4 A Historical Perspective

Any examination of AI’s social integration thus needs to bear in mind the breadth
and unpredictability of the phenomenon, the interaction between society and tech-
nology and both the threats to and opportunities for reinforcing core values. How
can such a complex investigation be undertaken in a way that supports government
policy-making?

To guide our investigation, we have considered how societies have previously
handled the large-scale adoption of new technologies and we have sought to identify
historical patterns. In doing so, we have not assumed that history will repeat itself
or that technology is deterministic. Indeed, this report highlights the differences
between Al and previous system technologies. Nevertheless, we believe that inter-
esting historical patterns may be discerned, which can help us to understand present-
day issues. Adopting a long-term perspective sheds light on the dynamic nature of
the social integration of system technologies.

Based on our study of system technologies, this report identifies five overarching
tasks for embedding Al in society. These are broadly defined, in terms of the funda-
mental characteristics that shape a society— particularly one weaving Al into its
fabric. By seeking to avoid too narrow a focus on specific topical issues, to the detri-
ment of structural effects and changes, this approach addresses Al’s more intrinsic
impact on society. Each task highlights a multitude of key values relevant to that
impact or put on the line by it.

1.5 Overarching Tasks for the Societal Integration of AI

The five tasks are:

Demystification
Contextualization
Engagement
Regulation
Positioning

Nk L=

We briefly consider each of these individually. To properly understand the process
of embedding Al in society, however, an insight into their interrelationships is also
essential. The five tasks operate at five distinct levels and address five core ques-
tions. Demystification refers to understanding Al as technology and asks: what are
we talking about? Contextualization is about applying an Al system in a particular
context: How will it work? Engagement relates to the social setting of an Al system:
Who should be involved? Regulation acts at the level of society as a whole, focusing
on the question what rules are required? Finally, positioning is an international
task: How do we relate to other countries? This breakdown is visualized in Fig. 1.2.
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The five tasks are universal in nature. They were relevant to previous system
technologies, such as electricity and the internal combustion engine, and are equally
so to the societal integration of AI. Moreover, they relate to fundamental aspects of
a society, such as its public sphere (demystification), business operations (contextu-
alization), interaction between social actors (engagement), power structures (regu-
lation) and international relations (positioning).

Although the tasks themselves are universal, the way they are actualized depends
on the type of society undertaking them. For example, every society needs to work
on demystification. However, the nature and organization of the Dutch public sphere
and the actors active in it differ from the situation in the USA. Consequently, demys-
tification may involve different actors in the two countries. A similar situation
occurs regarding engagement. In every country it is necessary for various popula-
tion groups to engage with new technology. However, the role civil society plays
will differ between, say, a democratic country such as Germany and a non-
democratic one such as China. The task of positioning relates to issues such as
security, which are vital to society but are expressed differently in every country.

Together, the five tasks constitute the process of integrating Al within society. In
that context they serve as vehicles for considering matters of vital social importance
like open debate, stakeholder representation, government regulation, national secu-
rity and national prosperity. Although this report examines them individually, it is
important to emphasize that, in practice, they are often closely related. So, they
should not be considered as self-contained or sequential, but as interconnected ele-
ments of a larger whole.

By adopting a societal task-based approach, the WRR aspires to advance the
public debate regarding AI. When it began nearly 10 years ago, that was character-
ized by grand expectations of the future. Visionary authors predicted a world of
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self-driving cars, free from the threat of disease, where algorithms relieved people
of many onerous tasks. Others, however, warned of a dystopian future in which
humans were subservient to machines.

In recent years the nature and tone of the debate have changed. Al applications
have now been widely implemented, shifting the focus from future scenarios to
acute topical issues. For example, it became clear that HRM algorithms were disad-
vantaging women while the algorithms used by security services discriminated
against people of colour. Government organizations all over the world appeared to
be relying on algorithms they were barely able to understand or justify. As a result,
the tone of the debate has become largely negative. That should not come as a sur-
prise. As indicated earlier, although AI is now entering society, the process of its
integration is only just beginning. The current situation can be compared with the
time when cars were first appearing on our streets — before seatbelts, airbags, insur-
ance, number plates, traffic regulations or driving tests — or the early days of mass-
produced food and medicine, when there were no safety standards, patient
information leaflets, product approval schemes or regulators. In other words, we are
currently in a phase where a lot is bound to go wrong and malpractices are sure to
occur, mostly due to a lack of experience or clear rules. Despite these clear risks,
though, there is a danger that all the negative media coverage will cause us to lose
sight of AI’s potential to make a positive contribution to society. It may also cause
us to become so preoccupied with the short-term risks that we fail to recognize or
address the greater threats we face.

It is therefore important to move the Al debate forward and to assess the technol-
ogy’s impact on a structural basis. That implies that we should not only concern
ourselves with acute issues and problems but also with developing a balanced vision
of AT’s long-term integration into society. The five tasks identified above are pivotal
in that regard. So, what exactly do they involve?

1.6 The Five Tasks

The first task is demystifying Al. Central to that challenge is the general public. Al
has many myths attached to it, which not only distort perceptions of the technology
but also sustain unrealistic expectations and disproportionate fears. For example,
despite the impression given by certain companies and visionaries, the wait for self-
driving cars has dragged on for years. The unrealistic nature of the predictions soon
becomes apparent once one truly understands the huge challenges facing Al in this
field. Concerns that malevolent AI might take over the world are equally unrealistic.
Hence, demystification depends on an informed perception of what Al is and is not
capable of, now and in the future. In short, what are we talking about here? We will
see that myths exist about the way Al works, about its likely future impact and about
digital technologies in general.

The second task is to contextualize Al This is a challenge for all actors involved
in deploying and pursuing its functionality in particular domains. In other words,
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everyone concerned with the question: How will the technology work? Such actors
include both private enterprises and public bodies. Contextualization first of all
relates to the technical ecosystem. System technologies can function properly only
if sufficient attention is paid to supporting technologies. Just as the internal combus-
tion engine depended on the steel industry, so Al algorithms depend on data, hard-
ware and other forms of technological support. This ecosystem also includes
emergent technologies; other advances appearing at the same time, which can inter-
act with and reinforce Al — and vice versa. For example, the Internet of Things,
blockchain and quantum computing. Contextualization has a non-technical social
dimension as well, involving developments such as the incorporation of new tech-
nology into business processes. Moreover, new technologies that perform well in a
lab do not necessarily flourish in practice. Adapting the processes, developing busi-
ness models and educating people all take time. Practice and technology need to
adapt to one another.

Furthermore, societal integration requires the engagement of stakeholders. The
central question here is: Who should be involved? As the use of Al increases, after
all, so more members of society are affected by it and have a legitimate interest in
its deployment. While civil society is at the heart of the debate regarding how Al is
used, individual researchers or businesses can also become involved.

It is very important to engage such actors, especially in the early phases of a
technology’s development when its effects are difficult to anticipate. During this
period, civil society can contribute towards agenda-setting and can highlight prob-
lems — for example, by flagging malpractices and drawing attention to victims, as
with the fatalities linked to self-driving cars and the issue of algorithmic ethnic
profiling. Engaged stakeholders can speak for the socially disadvantaged, and for
excluded individuals and groups. Journalists, including data journalists, play a role
as well. Furthermore, social protests have often led to better and safer technologies.
Other significant actors include scientists and technical experts, people working for
technology companies and professionals whose work is influenced by Al

Fourthly, the societal integration of Al requires regulation. When it comes to this
task, national and international government organizations are key players. Broadly
speaking, the dilemma here is that although technologies are reasonably easy to
regulate in their early stages by applying existing rules, their positive and negative
effects are not fully understood until they reach greater maturity in their develop-
ment. By the time it becomes clear where regulation is required, though, corrections
can be difficult to realize because of earlier decisions and established power struc-
tures. This dilemma is significant because the introduction of system technologies
is associated historically with the rise of companies exercising monopolistic power
and other forms of undue control. Such structures need to be challenged steadfastly
to preserve democratically legitimized decision-making in respect of public values.
Answering the question: “What rules are required?’ requires first and foremost that
we have a clear picture of the instruments needed and the adequacy of existing regu-
lations. In the context of the regulation task, it is also important to address not only
acute issues but also long-term developments that could jeopardize the societal
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integration of Al, such as mass surveillance and growing dependence on private
digital service providers.

The fifth and final task we have identified is positioning. The question here is:
How do we relate to other countries? This can be divided into two related issues.
The first concerns our national earning potential. For a country to remain prosper-
ous and innovative, it is necessary to examine its Al capabilities and Al-related poli-
cies. The following questions are relevant in this context: Is there a global Al race?
What domains should we focus on as a nation? Should we develop a form of “Al
diplomacy” to further our national interests? The second issue relevant to position-
ing is security. Where this is concerned, the threat posed by autonomous weapons is
often the focal point. In reality, Al raises far wider security issues — and not just in
the military domain: it also has major security implications for civil society.
Consider the intensifying information war being waged online, for example, or the
export of civil technologies that lend themselves to authoritarian uses, such as smart
cameras. Although earning potential and security might appear to be separate issues,
it is important to recognize that they are increasingly intertwined at the international
(geo-economic) level. That has implications for a country’s positioning.

1.7 Structure of the Report

In this report the WRR makes various policy recommendations linked to the five
tasks defined above. Al and its social integration are complex, wide-ranging topics
that require considerable explanation. This report is therefore a sizeable document.
To improve its readability, we have divided it into three parts. Part I sets out the
main historical and conceptual elements of our research, Part II is devoted to the
societal tasks and Part III presents the WRR’s conclusions and recommendations.
Readers wanting to know more about Al are directed to Part I, those interested
mainly in the challenges associated with its integration into society to Part II. To put
those challenges into their proper context, however, it is important first to read the
sections in Part I on the definition of Al and its interpretation as a system technol-
ogy. Anyone simply wanting to know how the WRR recommends that the govern-
ment should embed Al in society can go straight to Part III. To help readers maintain
an overview, each chapter ends with a summary of its key points.

Part I comprises three chapters explaining the basis of our research into the soci-
etal integration of Al. Chapter 2 introduces the theme from first principles: what is
Al how can the technology be defined and what choices need to be made? After
considering those questions, we outline the historical development of artificial intel-
ligence. We begin with early depictions of the theme, then follow a path from the
first laboratory in 1956 through the various subsequent technological ‘waves’.
Chapter 3 deals with recent Al-related developments and describes how, over the
past few years, the technology has moved out of the lab and entered society at large.
We consider its main fields of application, recent research and how Al has become
a topic of public debate. In Chap. 4 we clarify what type of technology Al is. To that
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end we look at various categories of technology identified in the literature and con-
sider how they relate to Al This leads us to the conclusion that it is a system tech-
nology, so we then we examine the historical integration of system technologies into
societies and identify five tasks associated with that process.

In Part IT we look more closely at those five tasks: demystification, contextual-
ization, engagement, regulation and positioning. Chapters 5, 6, 7, 8, and 9 are
devoted to each of these in turn. They thus form the core of our analysis, discussing
what each task means for Al and what actors are involved.

Finally, in Part III we consider the implications of our analysis for government
policy. Chapter 10 delivers our primary message and links the five tasks to our rec-
ommendations: two in respect of each task, with accompanying concrete action
points. At the end of Part III we make one final recommendation regarding the wider
institutional integration of the five tasks. This report was written for the Dutch gov-
ernment and the practical implications of our recommendations are specific to the
Netherlands. However, the recommendations themselves are universal. We there-
fore believe that they can be relevant to and inspire policies in other countries
as well.
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Chapter 2
Artificial Intelligence: Definition
and Background

2.1 Definitions of Al

If we want to embed Al in society, we need to understand what it is. What do we
mean by artificial intelligence? How has the technology developed? Where do we
stand now?

Defining Al is not easy; in fact, there is no generally accepted definition of the
concept.! Numerous different ones are used, and this can easily lead to confusion. It
is therefore important to clarify our use of the term. We start by discussing various
definitions of Al, then explain which we have settled on. The sheer variety of defini-
tions in circulation is not due to carelessness, but inherent in the phenomenon of
Al itself.

In its broadest definition, Al is equated with algorithms. However, this is not an
especially useful approach for our analysis. Algorithms predate Al and have been
widely used outside this field. The term ‘algorithm’ is derived from the name of the
ninth-century Persian mathematician Mohammed ibn Musa al-Kharizmi and refers
to a specific instruction for solving a problem or performing a calculation. If we
were to define Al simply as the use of algorithms, it would include many other
activities such as the operations of a pocket calculator or even the instructions in a
cookbook.

In its strictest definition, Al stands for the imitation by computers of the intelli-
gence inherent in humans. Purists point out that many current applications are still
relatively simple and therefore not true Al. That makes this definition inappropriate
for our report, too; to use it would be to imply that AI does not exist at present. We
would effectively be defining the phenomenon out of existence.

A common definition of Al is that it is a technology that enables machines to
imitate various complex human skills. This, however, does not give is much to go
on. In fact, it does no more than render the term ‘artificial intelligence’ in different

'Russell & Norvig, 2020.
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words. As long as those ‘complex human skills’ are not specified, it remains unclear
exactly what Al is. The same applies to the definition of Al as the performance by
computers of complex tasks in complex environments.

Other definitions go further in explaining these skills and tasks. For example, the
computer scientist Nils John Nilsson describes a technology that “functions appro-
priately and with foresight in its environment”.? Others speak of the ability to per-
ceive, to pursue goals, to initiate actions and to learn from a feedback loop.® A
similar definition has been put forward by the High-Level Expert Group on Artificial
Intelligence (Al HLEG) of the European Commission (EC): “Systems that display
intelligent behaviour by analysing their environment and taking actions — with some
degree of autonomy — to achieve specific goals.”™

These task-based definitions go some way towards giving us a better understand-
ing of what Al is. But they still have limitations. Concepts like “some degree of
autonomy” remain somewhat vague. Moreover, these definitions still seem overly
broad in that they describe phenomena that most of us would not be inclined to
bundle under the term Al. For example, Nilsson’s definition also applies to a classic
thermostat. This device is also able to perceive (measure the temperature of the
room), pursue goals (the programmed temperature), initiate actions (regulate the
thermostat) and learn from a feedback loop (stop once the programmed temperature
has been reached). Even so, most people would not be inclined to regard a thermo-
stat as AL

It is not surprising that Al is so difficult to define clearly. It is, after all, an imita-
tion or simulation of something we do not yet fully understand ourselves: human
intelligence. This has long been the subject of research by psychologists, behav-
ioural scientists and neurologists, amongst others. We know a lot about intelligence
and the human brain, but that knowledge is far from complete and there is no con-
sensus as to what exactly human intelligence is. Until that comes about, it is impos-
sible to be precise about how that intelligence can be imitated artificially.

Moreover, there is a clear interface between research into human intelligence on
the one hand and into artificial intelligence on the other, where our understanding of
both is co-evolving. We can illustrate this using the example of chess, a game Al has
been able to play extremely well since the 1990s. In the 1950s an expert predicted,
“If one could devise a successful chess machine, one would seem to have penetrated
to the core of human intellectual endeavour.”® In 1965 the Russian mathematician
Alexander Kronrod called chess “the fruit fly of intelligence” — that is, the key to
understanding it.5 So people were amazed when a computer did finally manage to
beat a chess grandmaster. In the Netherlands, research in this field led to the

2Nilsson, 2009: 13.
3See, for example, DenkWerk, 2018.

*High-Level Expert Group on Artificial Intelligence, 2019. At the end of this document the authors
expand on their initial definition with a detailed explanation of its various elements.

SBostrom, 2016: 14.
*Floridi, 2014: 139.
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founding of the Dutch Computer Chess Association foundation (Computer Schaak
Vereniging Nederland, CSVN) in 1980. Amongst its initiators were chess legend
and former world champion Max Euwe and computer scientist Jaap van den Herik.
Three years later Van den Herik would defend the first PhD thesis in the Netherlands
on computer chess and artificial intelligence. In 1997, when Garry Kasparov was
defeated by Deep Blue, IBM’s chess computer, the cover of Newsweek claimed that
this was “The brain’s last stand.” Chess was considered the pinnacle of human intel-
ligence. At first glance this is not surprising, because the game is difficult for people
to learn and those who are good at it are often considered very clever. It was with
this in mind that commentators declared Deep Blue’s victory a huge breakthrough
for human intelligence in machines, stating that it must now be within the reach of
computers to surpass humans in all sorts of activities we consider easier than chess.

Yet this did not happen. We have since revised our view of this form of intelli-
gence. Chess is not the crowning glory of human intellectual endeavour; it is simply
a mathematical problem with very clear rules and a finite set of alternatives. In this
sense, a chess program is actually not very different from a pocket calculator, which
can also do things too difficult even for very clever people. But they do not make it
an artificial form of human intelligence.

Chess was long considered an extremely advanced game. However, years of
research have revealed that something as apparently simple as recognizing a cat in
a photograph — which Al has only learnt to do in recent years — is far more complex.
This phenomenon has come to be known as Moravec’s paradox: certain things that
are very difficult for humans, such as chess or advanced calculus, are quite easy for
computers.” But things that are very simple for us humans, such as perceiving
objects or using motor skills to do the washing up, turn out to be very difficult for
computers: “It is comparatively easy to make computers exhibit adult level perfor-
mance on intelligence tests or playing checkers [draughts], and difficult or impos-
sible to give them the skills of a one-year-old when it comes to perception and
mobility.”

This reflects a recurring pattern in the history of Al: people’s idea of what con-
stitutes a complex form of human intelligence has evolved with the increasing skills
of our computers. What used to be considered a fine example of artificial intelli-
gence eventually degrades to a simple calculation that no longer deserves the name
Al Pamela McCorduck calls this the ‘Al effect’: as soon as a computer figures out
how to do something, people declare that it is ‘just a calculation’ and not actual
intelligence. According to Nick Bostrom, director of the Oxford Institute for Internet
Governance, Al includes anything that impresses us at any given time. Once we are
no longer impressed, we simply call it software.” A chess app on a smartphone is an

"Moravec, 1988. The Al scientist Donald Knuth formulated it differently. He noticed that Al could
do things that humans need to think about but failed at tasks humans do without thinking, like
recognizing objects, analysing images and moving an arm (Bostrom, 2016: 17).

$Moravec, 1988: 15.

9Bostrom, 2016.
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example. The difficulties in defining Al are therefore not the result of some short-
coming or carelessness, but rather arise from the fact that we were long unable to
determine precisely what intelligence we wanted to imitate artificially.

In this context, it is also claimed that the use of the term ‘intelligence’ is mislead-
ing in that it wrongly suggests that machines can do the same things as people.
Some have therefore suggested adopting other terms. Agrawal, Gans and Goldfarb
say that modern technology does not bring us intelligence, but only one of its com-
ponents, predictions, and so they use the term ‘prediction machines’.!° The philoso-
pher Daniel Dennett goes even further and suggests that we should not model Al on
humans at all. These are not artificial people, but a completely new type of entity —
one he compares with oracles: entities that make predictions, but unlike humans
have no personality, conscience or emotions.!' In other words, Al appears to do
what people do but in fact does something else. Edsger Dijkstra illustrated this
through the question ‘Do submarines swim?’.!> What these vessels do is similar to
what humans call swimming, but to call it that would be a mistake. Al can certainly
do things that look like the intelligent things we do, but in fact it does them very
differently.

This perspective also sheds light on the Moravec paradox mentioned above.
Recognizing faces is easy for humans, but difficult for computers. This is because
recognizing others was critical for our evolutionary survival and so our brain has
learned to do it without thinking.

Being able to play chess was not essential in evolution and is therefore more dif-
ficult to master. That is to say, it requires a certain level of computational skill.
Computers have not evolved biologically, so their abilities are different from those
of humans. One important aspect of this theory is that we should not try too hard to
understand Al from the point of view of human intelligence. Nevertheless, the term
‘artificial intelligence’ has become so commonplace that there is no point trying to
replace it now.

Finally, Al is also often equated with the latest technology. As we will see later,
AT has gained huge momentum in recent years. One of the major drivers of this has
been progress in a specific area of the field, ‘machine learning’ (ML), where the
innovation has resulted in what is now called ‘deep learning’ (DL). It is this technol-
ogy that has been behind recent milestones, such as computers able to recognize
faces and play games like Go. By contrast with the more traditional approaches
whereby computer systems apply fixed rules, ML and DL algorithms can recognize
patterns in data. We also speak here of ‘self-learning algorithms’. Many people who
talk about Al today are actually referring to these algorithms, and often specifically

10 Agrawal et al., 2018: 2, 39. Drawing on the work of Jeff Hawkins, these authors believe that the
foundation of intelligence is ‘prediction’.

""Dennett, 2019.
2Dignum, 2019.
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to DL. The focus on this technology is important because several pressing questions
concerning Al are particularly relevant here (such as problems of explainability).

Given all the different definitions discussed here and elsewhere, we have settled
on an open definition of AI. Two considerations are relevant in this respect. Firstly,
it would be unwise for the purposes of this report to limit the definition of Al to a
specific part of the technology. If, for example, we were to confine ourselves to
‘deep learning’ as discussed above, we would ignore the fact that many current
issues also play a role in other Al domains, such as logical systems. One such exam-
ple is the ‘black box’ question. Also, most applications of Al used by governments
are not based on advanced techniques like DL and yet still have many important
issues that need to be addressed in this report. Too narrow a definition would place
them outside the scope of this study. While developments in DL have indeed resulted
in a great leap forward, moreover, at the end of the next chapter we also point out
several shortcomings of this technique. In fact, future advances in Al may well
come from other fields. To allow for this, it is important to have an open defini-
tion of AL

Secondly, as discussed above the nature of this scientific discipline necessarily
means that our definition of AI will change over time. Instead of considering Al as
a discipline that can be clearly delineated, with uncomplicated definitions and fixed
methodologies, it is more useful to see it as a complex and diverse field focused on
a certain horizon. The dot on that horizon is the understanding and simulation of all
human intellectual skills. This goal is also called ‘artificial general intelligence’ or
AGI (other names are ‘strong AI’ and ‘full AI’). However, it remains to be seen
whether this dot, with such a generic definition of Al, will ever be reached. Most
experts believe that this it at least several decades away — if it is ever attained at all."

A fixed definition of Al as the imitation of full human intelligence is of little use
for the purposes of this report. We need a definition that captures the whole range of
applications finding their way into practice today and in the near future. The defini-
tion from the Al HLEG provides the necessary freedom of scope. Describing Al as
“systems that display intelligent behaviour by analysing their environment and tak-
ing actions — with some degree of autonomy — to achieve specific goals”, this
encompasses all the applications we currently qualify as Al and at the same time
provides scope for future changes to that qualification. Alongside advanced machine
learning and deep learning technologies, this definition also allows for other tech-
nologies, including the more traditional approaches mentioned above, as used by
many government bodies. In short, this definition is sufficiently strict to distinguish
Al from algorithms and digital technology in general, while at the same time open
enough to include future developments. Figure 2.1 provides an overview of the defi-
nitions discussed and the Al HLEG definition used in this report.

3Martin Ford (2018) interviewed 23 experts for his book Architects of Intelligence: The Truth
about Al from the People Building It and asked them, ‘What year do you think human-level Al
might be achieved, with a 50% probability?” Most were only willing to respond anonymously and
the year they suggested, on average, was 2099 — so almost 80 years from now. We will return to the
potential of AGI in later chapters.
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Fig. 2.1 Various definitions of Al

It is worth emphasizing that the current applications considered as Al according
to this definition all fall under the heading ‘narrow’ or ‘weak’ AL.'# The AI that we
are familiar with today focuses on specific skills, such as image or speech recogni-
tion, and has little to do with the full spectrum of human cognitive capabilities
covered by AGI. This does not alter the fact that current Al applications can and do
give rise to major issues, too. The American professor of Machine Learning Pedro
Domingos has put this nicely; in his view we focus too much on a future AGI and
too little on the narrow Al that is already all around us. “People worry that comput-
ers will get too smart and take over the world,” he says, “but the real problem is that
they’re too stupid and they’ve already taken over the world.”!3

The fact that Al is difficult to define is linked to the evolution of this discipline.
We now take a closer look at how that evolution took place. A short historical over-
view is not only relevant as a background for understanding Al, it is also the prelude
to the next chapter in which we see that Al has reached a turning point.

2.2 Al Prior to the Lab

It is possible to date the birth of some disciplines very precisely. Al is one. Its con-
ception in the laboratory is often dated to 1956, during a summer school at Dartmouth
College in New Hampshire, USA. Al did not come out of the blue, however. The

4With regard to the terms ‘narrow AI" and ‘weak AI’, we prefer the former. The latter obviously
suggests that this type of Al lacks strength, whereas that may well not be the case. In fact, it is
simply limited to a well-defined (read: ‘narrow’) domain. For example, a computer program may
be very good at translating texts but still ‘narrow’ because it cannot be used for image
recognition.

SDomingos, 2017: 286.
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Fig. 2.2 Three phases of Al prior to the lab

technology already had a long history before it was first seriously investigated as a
scientific discipline.

This history can be divided roughly into three phases: early mythical representa-
tions of artificial forms of life and intelligence; speculations about thinking machines
during the Enlightenment; and the establishment of the theoretical foundation for
the computer (see Fig. 2.2). The latter was the springboard for the development of
Al as a separate discipline. We now discuss these three phases in turn, but bearing
in mind that in practice they have never been mutually exclusive. Myths have always
existed and there has always been creative speculation about the future in parallel
with the theoretical research into Al. Nevertheless, the phases reveal how the nature
and focus of Al thinking have changed over time.

2.2.1 The Mythical Representation of AI

Myths and stories about what we would now call Al have been around for centuries
(see Fig. 2.3). The ancient Greeks in particular celebrated a multitude of characters
in their mythology who can be characterized as artificial forms of intelligence.'®
Take Talos, a robot created by the great inventor Daedalus to protect the island of
Crete. Every day, Talos would run circles around the island and throw stones at any
approaching ships he spotted. This is clearly a myth about a mechanical super-
soldier. A robotic exoskeleton used by the US Army now bears the same name.
Daedalus, the ancient world’s great inventor, is famous for the wings that cost the
life of his son Icarus, but he was also the inventor of all manner of artificial intelli-
gence, such as moving statues as well as Talos. According to the myth, this robot
was eventually defeated by the witch Medea, who tricked it into disabling itself. So,
while Daedalus was an Al inventor, in the same legend Medea was able to magically

In Gods and Robots — Myths, Machines, and Ancient Dreams of Technology, Mayor (2018)
examines the phenomenon of ‘made, not born’ in antiquity.
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Fig. 2.3 Ancient myths about Al

control his Al. Moreover, her father was responsible for creating artificial soldiers
who could fight without needing rest.

In addition to the two human characters of Daedalus and Medea, various Greek
gods were also associated with artificial intelligence. Hephaistos, the blacksmith of
the gods, was assisted in his workshop by mechanical helpers. He also built tools
that moved independently and a heavenly gate that opened automatically. The titan
Prometheus ‘built” humans and stole fire from the gods for them. To punish human-
kind, Zeus created a kind of robot, the mechanical woman Pandora, who poured out
all kinds of suffering on humans when she opened her jar (‘Pandora’s box’). A less
grim example is the myth of Pygmalion. A sculptor, he fell in love with a statue he
had made, upon which Aphrodite brought it to life and he made his creation, named
Galatea, his wife. So the ancient Greeks were already imagining what we now
would call killer robots, mechanical assistants and sex robots in their mythology.

There are also stories about forms of Al in other traditions, such as the Jewish golem
and the mythical jinn (genies) of Arabia who can grant wishes. The Buddhist story
Lokapannatti tells how the emperor Ashoka wanted to lay his hands on the relics of the
Buddha, which were protected by dangerous mechanical guards made in Rome.'” Norse
mythology tells of the giant Hrungnir, built to battle Thor. The Liezi, an ancient Chinese
text, relates the story of the craftsman Yan Shi, who built an automaton with leather for
muscles and wood for bones.'® Estonia has a legend about the Kratt, a magical creature
made of hay and household items that did everything its owner asked. If the Kratt was
not kept busy, it became a danger to its owner. The modern law in Estonia that governs
liability for the use of algorithms is known there as the ‘Kratt Law’.

17Zarkadakis, 2015: 34.
8 Brynjolfsson & McAfee, 2014: 250.
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2.2.2 Speculation About Thinking Machines

The next phase was heralded by the ‘mechanization of the world’'® envisaged in the
work of thinkers like Galileo Galilei, Isaac Newton and René Descartes. Their
mechanical worldview was accompanied by the construction of all kinds of novel
machines. Artificial intelligence was still far beyond the realm of possibility, but the
new devices did lead to speculation about its creation (see Fig. 2.4) — speculation
that was no longer mythical, but mechanical in nature.

In 1642 Blaise Pascal built a mechanical calculator which he said was “closer to
thought than anything done by animals”.?’ Gottfried Leibniz constructed an instru-
ment he called the ‘step reckoner’ in 1673, which could be used to perform arith-
metical calculations. This laid the foundation for many future computers.?' The
philosophers of the time speculated about such devices using the term ‘automata’.

In 1769 Wolfgang von Kempelen built a highly sophisticated machine — or so peo-
ple long thought. He gained worldwide fame after offering his mechanical ‘Turk’ to
the Austrian Empress Maria Theresa. The huge device was an automatic chess
machine, which toured the western world for 48 years and defeated opponents like
Napoleon Bonaparte and Benjamin Franklin. It was not until the 1820s that it was
discovered to be a total fake: there was a man inside the machine moving the pieces.?
As an aside, the company Amazon has a platform called Mechanical Turk where peo-
ple can arrange to have tasks done cheaply online. While more open than Von Kempen’s
original, here too the work is done by people behind the scenes we do not see.

Speculation about Al could also take magical forms during this period. Goethe’s
story of the sorcerer’s apprentice, made famous in Disney’s animated film Fantasia
starring Mickey Mouse, is about an apprentice who uses a spell to make a broom

“Described by Dijksterhuis in De mechanisering van het wereldbeeld (‘The mechanization of the
world view’, 1950).

20Russell, 2019: 40.
21 Broussard, 2019: 76.
227arkadakis, 2015: 37.
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fetch water. When it turns out he does not know the spell to make the process stop,
and instead the broom begins to multiply itself, a disaster unfolds that only ends
when the wizard returns.” Other magical stories about phenomena similar to Al
include Pinocchio and the horror story by W. W. Jacobs about a monkey’s paw that
grants three wishes with terrible consequences.

Tales of magic have also spilled over into stories a little closer to scientific real-
ity, in the form of science fiction. In 1816 a group of writers meeting near Geneva
was forced to spend long periods indoors because of a volcanic eruption in what is
now Indonesia. That caused the so-called ‘Year Without a Summer’, when abnormal
rainfall kept people inside. Inspired by the magical stories of E. T. A. Hoffman, Lord
Byron suggested that each member of the group write a supernatural story, upon
which Mary Shelley penned the first version of her famous novel Frankenstein.**

The story of a scientist who creates an artificial form of life that ultimately turns
against its creator has become the archetype of the risks of modern technology. This
motif lives on in countless films, including classics like Blade Runner (1982), The
Terminator (1984) and The Matrix (1999).

Another important work of literary science fiction in the context of speculation
about Al is R.U.R. by the Czech author Karel Capek. It is in this book that the writer
introduces the term ‘robot’, a word derived from the Old Church Slavonic word
‘rabota’, meaning corvée or forced labour. This story also reveals a classic fear of Al
in it the artificial labourers (‘roboti’) created in a factory rebel against their creators
and ultimately destroy humankind.? Capek’s book was published in 1920, by which
time the next phase — much more concrete thinking about AI — had long since begun.

2.2.3 The Theory of Al

From the second half of the nineteenth century onwards, the idea of Al as ‘thinking
computers’ became less fantastical and entered the realm of serious theoretical con-
sideration (see Fig. 2.5). This development occurred in parallel with the theorization
and construction of the first computers.

Ada Lovelace — daughter of the poet Byron, instigator of the writing session that
had produced Frankenstein — would play an important role in this field in the 1840s.
She envisaged a machine that could play complex music based on logic, and also
advance scientific research in general. Her acquaintance Charles Babbage designed
such a device in 1834 and called it the ‘Analytical Engine’.?® He had earlier failed in
his efforts to build an enormously complex Difference Engine and so instead cre-
ated the Analytical Engine as an alternative with which he hoped to construct math-
ematical and astronomical tables.”” Lovelace, however, saw a much wider use for a

2Wiener, 1964: 57.

24 Zarkadakis, 2015: 60-63.
2Rid, 2016: 83.

26Boden, 2018: 6.

?TFreeman & Loucd, 2001: 309.
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‘thinking machine’ that could reason about “all the subjects in the universe”.?® She
even wrote programs for the hypothetical device. However, science at that time was
not advanced enough to actually build such computers.

That point would not be reached until the Second World War, when computing

1930 1940

1950

1960

power was needed to defend against air raids. The use of fast-moving planes to drop
bombs made it impossible for the human operators of anti-aircraft systems to

respond quickly enough when relying on their eyesight alone. Instead, their targets’

trajectories needed to be calculated mathematically. Research in that field laid the
foundations for the modern computer and for another discipline that would emerge

2 Russell, 2019: 40.
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in the 1950s, cybernetics. This work immediately raised questions about automation
and human control that are still relevant today.

“The time factor has become so narrow for all operators,” a military spokesper-
son said at the time, “that the human link, which seems to be the only immutable
factor in the whole problem and which is particularly fickle, has increasingly
become the weakest link in the chain of operations, such that it has become clear
that this link must be removed from the sequence.””

The development of the computer was given another boost during the war by the
British research programme Colossus, which aimed to crack the Nazis’ secret com-
munication system known as Enigma. One of the leading lights in this top-secret
project at Bletchley Park was Alan Turing, often regarded as the father of both com-
puters and AIl. He went on to help develop the first truly modern computer in
Manchester in 1948. Two years after that, in 1950, he wrote a paper proposing a
thought experiment in the form of an ‘imitation game’ for a computer pretending to
be a human being.* This has come to be known as the Turing test. A computer
passes if a human is unable to establish that its written answers to their questions
were provided by a person or a computer. Variants of this test are still used, for
example, to compare Al systems with human abilities such as recognizing images
or using language.’!

Another important theoretical contribution to this field was a paper by psychia-
trist and neurologist Warren McCulloch and mathematician Walter Pitts.*> In this
they combined Turing’s work on computers with Bertrand Russell’s propositional
logic and Charles Sherrington’s theory of neural synapses. Their most important
contribution was that they demonstrated binary modalities (a situation with two
options) in various domains and thus developed a common language for neuro-
physiology, logic and computation. The distinction between ‘true and false’ in logic
was now linked to the ‘on or off” state of neurons and the computer values ‘0 and 1’
in Turing machines.*

John von Neumann continued to develop the basic concept of a computer with
components such as the central processor, memory and input-output devices.**
Another important founder of Al theory was Norbert Wiener. He coined the term
‘cybernetics’ in 1948 to describe “the study of control and communication in

»Rid, 2016: 37-38.

0Turing, 2009 [1950].

3I'There has also been criticism of the use of language in the Turing test. Yann LeCun, a prominent
Al scientist, suggested in an interview that there are forms of intelligence that have nothing to do
with language (Ford, 2018: 129). Some animals, for example, use less complex language than
humans but still form good models of the world and can employ tools.

32McCulloch & Pitts, 1943.

¥1n a lecture at Yale in the 1950s, the scientist John von Neumann described the similarity between
the computer and the brain as follows: “The nervous pulses can clearly be viewed as (two-valued)
markers, in the sense discussed previously: the absence of a pulse represents one value (say, the
binary digit 0), and the presence of one represents the other (say, the binary digit 1).” von Neumann,
2012 [1958]: 43.

*Freeman & Louga, 2001: 310.
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animals and machines”.* The key idea was that people, animals and machines could
all be understood according to a number of basic principles. The first of these is
control: all those entities strive to counter entropy and to control their environment
using the principle of ‘feedback’, which is the “ability to adapt future behaviour to
past experience”. Through the mechanism of continuous adjustment and feedback,
organisms and machines ensure that equilibrium, or homeostasis, is achieved.
Wiener used thermostats and servomechanisms as metaphors to explain these pro-
cesses. Although cybernetics did not last long as a separate scientific field, its core
concepts now permeate all manner of disciplines (Box 2.1).%

Thanks to such advances, during this period scientists were ready to stop just
dreaming and thinking about Al and start actually developing the technology and
experimenting with it in the laboratory. The starting gun for this race was fired in 1956.

Key Points: AI Prior to the Lab
— Mpythical representations of Al have been around for centuries.

— The most celebrated examples are the ancient Greek stories about Daedalus,
Medea, Hephaistos, Prometheus and Pygmalion.

— The mechanization of the world view from the seventeenth century
onwards made the construction of all kinds of machines possible. This
went hand in hand with speculation about mechanical brains.

— Fictional stories about artificial intelligence appeared from the Industrial
Revolution onwards, including Frankenstein and R.U.R.

— The theoretical foundations for Al were laid when the first computers were
built by people like Alan Turing.

Box 2.1: The Homeostat and Electronic Tortoises

In 1948 the Briton Ross Ashby unveiled his ‘homeostat’, a machine able to
hold four electromagnets in a stable position. In that same year The Herald
wrote of this ‘protobrain’ that “the clicking brain is cleverer than man’s”.%’
Another highlight of the cybernetics movement in the 1950s was William
Grey Walter’s electronic tortoises. These small devices could walk around
without bumping into obstacles and locate where in the room their charger
was if their battery was weak. Moreover, they also exhibited complex social
behaviour as a group. A later example of a cybernetic machine was the John
Hopkins Beast, which in the early 1960s was able to trundle through corridors
using sonar and a photocell eye to find a charging point.?

3Wiener, 2019 [1965].

%Rid, 2016: 47-52. Famous cyberneticians in various disciplines include the neurophysiologist
Warren McCulloch, the physicist Heinz von Foerster, the management theorist Stafford Beer, the
philosopher Humberto Maturana, the political scientist Karl Deutsch, the anthropologist Gregory
Bateson and the sociologist Talcott Parsons.

3Rid, 2016: 53-55.

3 Moravec, 1988: 7.
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2.3 Alin the Lab

2.3.1 The First Wave

As mentioned previously, the beginnings of Al as a discipline can be dated very pre-
cisely.*® After all the myths, speculation and theorizing, artificial intelligence appeared
in a lab for the first time in 1956 when a group of scientists made it the subject of a
specific event: the Dartmouth Summer Research Project on Artificial Intelligence. This
was a six-week brainstorming gathering attended by several of the discipline’s founders.
The organizers were very optimistic about what they could achieve with this group in a
few weeks, as is evident from the proposal they wrote to the Rockefeller Foundation.

We propose ... a 2-month, 10-man study of artificial intelligence ... The study is to proceed
on the basis of the conjecture that every aspect of learning or any other feature of intelli-
gence can in principle be so precisely described that a machine can be made to simulate it.
An attempt will be made to find how to make machines use language, form abstractions and
concepts, solve kinds of problems now reserved for humans, and improve themselves. We
think that a significant advance can be made in one or more of these problems if a carefully
selected group of scientists work on it together for a summer.*

The proposal was overambitious, and research is still being carried out today in all
the areas it mentioned. With this project, however, these scientists formulated a
research agenda that launched Al as a discipline.

The summer project was organized by John McCarthy and Marvin Minsky. It was
McCarthy who coined the term ‘artificial intelligence’ in 1956. Minsky was a lead-
ing figure in the history of Al and over the years came to be involved in many promi-
nent high-tech projects around the world. The two men also established the Artificial
Intelligence Lab at MIT. This was later renamed the MIT Media Lab and is still a
centre for the creative use of new technology.*! Among those present at the summer
project were Herbert Simon (Nobel laureate in Economics and winner of the Turing
Award, responsible for the idea of ‘bounded rationality’, amongst other things, and
founder of the Carnegie Institute of Technology), John Nash (mathematician, game
theorist and another Nobel laureate in Economics) and Arthur Samuel (pioneer of
computer games and the man credited with popularizing the term ‘machine learn-
ing’). These leading scientists were responsible for bringing Al to the lab.

This landmark event heralded a period of great optimism and broad interest in the
field of AI, which has come to be known as the first ‘Al spring’ (or ‘wave’). Various
programs were developed that could play the board game draughts (checkers),
although none was very good yet. The version developed by Samuel did eventually
succeed in defeating its human creator, which caused a stir, although he was not

¥The history of a scientific discipline can be written in several ways. It can focus on the fundamen-
tal science, for instance, or on practical inventions and applications. One example is the difference
between the development of the natural sciences and the inventions of the Industrial Revolution. In
this chapter we combine both perspectives, but the idea of waves in Al is rooted mainly in that of
inventions and applications.

40 Bostrom, 2016: 6.

41 Broussard, 2019: 69-70.
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known as a great player of the game. Wiener wrote in 1964 that, while Samuel was
eventually able to beat the program again after some instruction, “the method of its
learning was no different in principle from that of the human being who learns to play
checkers”. He also expected that the same would happen with chess in ten to twenty-
five years, and that people would lose interest in both games as a consequence.*

Exciting breakthroughs followed when Al systems began focusing on a different
category of challenges: logical and conceptual problems. For example, a ‘Logic
Theory Machine’ was built to prove Bertrand Russell’s logical theorems. It not only
succeeded in proving eighteen of them, it also developed a more elegant proof of
one. This was important because, while Samuel was a mediocre draughts player,
Bertrand Russell was a leading logician.

The next milestone was the ‘General Problem Solver’. This was a program that
could, in principle, be applied to solve any problem — hence the name. By translat-
ing problems into goals, subgoals, actions and operators, the software could then
reason what the right answer was. One example of a problem it solved is the classic
logical puzzle of the river crossing.*

By the mid-1960s the first students of the Al pioneers were working on programs
that could prove geometric theorems and successfully complete intelligence tests,
maths problems and calculus exams. So, the discipline was making progress, but its
impact outside the lab was very limited. There were some interesting experiments with
robots, as in the late 1960s at the Stanford Research Institute; its Shakey the Robot was
able to find its way about through reasoning.** The American technology company
General Electric built impressive robots such as the Beetle and an exoskeleton that
enabled humans to lift heavy weights.* These robots were not very practical, though.

At the same time, there were grand expectations of Al. In 1965 Herbert Simon
predicted that “machines will be capable, within twenty years, of doing any work a
man can do”.* Meanwhile, the British mathematician Irving Jack Good foresaw a
machine-induced ‘intelligence explosion’. This would also be the last invention of
humankind, because machines would now be the most intelligent beings on earth
and therefore do all the inventing.*’

Al caught the imagination of people outside science as well. In 1967 the computer
program MacHack VI was made an honorary member of the American Chess Federation,
despite having won very few matches.*”® A few years later the film Colossus: The Forbin
Project was released. In this a computer program is handed control of the US military

“Wiener, 1964: 22-24. Tt would eventually take thirty years for a computer to defeat a chess
grandmaster, as we shall see shortly. In any case, people have not lost their interest in these games
since sophisticated programs have learned to play them.

“Boden, 2018: 10. In this logical problem, three entities all have to cross a river. Only two can
cross at the same time. Each entity threatens to harm one of the others, so not every duo can cross
together. The problem is: which combinations can be formed to convey everyone to the other side
unharmed?

#“Russell, 2019: 52.

#Rid, 2016: 136.

“Brynjolfsson & McAfee, 2014: 141.

“TRid, 2016: 148. The writer Vernor Vinge would later coin the term ‘singularity” for this scenario.
4 Bakker & Korsten, 2021: 24.
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arsenal because it can make better decisions than humans and is unhindered by emo-
tions. After the Soviets reveal a similar project, the two programs start communicating
with one another — but in a way that is incomprehensible to their human creators — and
subsequently take control of the entire world. Their pre-programmed goal of world
peace is achieved, but the price is the freedom of the human race.

This gap between hopeful expectations and harsh reality did not go unnoticed, and
from the second half of the 1960s onwards there was increasing criticism of Al research.
The philosopher Hubert Dreyfus would remain critical of the potential of Al throughout
his life. In 1965 he wrote a study called Al and Alchemy, commissioned by the Rand
Corporation (the think tank of the American armed forces), in which he concluded that
intelligent machines would not be developed any time in the near future. In a 1966 report
to the US government, the Automatic Language Processing Advisory Committee con-
cluded that little progress had been made. The National Research Council subsequently
phased out its funding of AL In the United Kingdom, Sir James Lighthill was commis-
sioned in 1973 to conduct a survey of the topic; this brought to light considerable criti-
cism of its failure to achieve the grandiose goals that had been promised. As a result, a
lot of research funding was withdrawn in the UK as well.*

One problem encountered by many Al systems at this time was the so-called
‘combinatorial explosion’. These systems solved problems by exploring all possible
options, but they quickly reached the limits of their computing power when dealing
with huge numbers of possible combinations. More heuristic approaches, based on
rules of thumb, were needed to reduce the number of combinations. However, these
did not yet exist. This and other problems — such as the lack of data to feed the sys-
tems and the limited capacity of the hardware — meant that progress with Al stalled.

Meanwhile, its practical applications were also proving unreliable. When an Al
system was developed during the Cold War, in the 1960s, to translate Russian com-
munications, the results proved less than impressive. One famous example was its
translation of “the spirit is willing, but the flesh is weak™ as “the vodka is good, but
the meat is rotten”.> During the course of the 1970s, the earlier optimism turned to
pessimism. There were too few breakthroughs, so criticism of Al grew, and funding
dried up. The first ‘Al winter’ had set in and put an end to its first wave. Figure 2.6
provides an overview of the emergence of Al as a scientific discipline.

2.3.2 Two Approaches

It is important to note that two distinct approaches to Al gained particular promi-
nence during this first wave. While it is true that there were others as well (we will
explain these later), these two still dominate the field to this day. The first is ‘rule-
based’, also known as ‘symbolic’ or ‘logical’, Al (along with other names) and
emerged in the 1970s in the form of so-called ‘expert systems’. Its core principle is

#“Leung, 2019: 253.
YRussell & Norvig, 2021: 21.
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Fig. 2.6 Timeline of the emergence of Al as a discipline (first wave)

that computers learn by encoding logical rules with formulas of the type ‘IF X,
THEN Y’. The use of logic and rules is also why the term ‘symbolic AT’ is used, as
this approach follows rules that can be expressed in human symbols.

The second approach uses artificial neural networks (ANNS) and is also called ‘con-
nectionism’. This includes the deep learning and parallel distributed processing methods
that have received a lot of attention in recent years. The central idea here is to simulate
the functioning of neurons in the human brain. For this purpose, sets of ‘artificial neu-
rons’ are built into networks that can receive and send information. These networks are
then fed with large amounts of data and try to distil patterns from it. In this case the rules
are not drawn up by humans in advance. Most ANNs are based on a principle formu-
lated as early as 1949 by Donald Hebb, a Canadian psychologist, in his book The
Organization of Behaviour: “Neurons that fire together, wire together”.%! In other words,
if two neurons are frequently activated at the same time, they become connected.

S'Domingos, 2017: 93.
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Both approaches to AI were there from the start. While many of the founding
fathers at the 1956 summer school followed the rule-based approach, the first artifi-
cial neuron was also created around the same time at Cornell University.>? The dif-
ference can be explained as follows. To be able to recognize a cat in a photo, in the
first approach a series of ‘IF-THEN’ rules are established: the presence of certain
colours, a given number of limbs, certain facial forms, whiskers, etc., means that it
is a cat. With these rules, a program can ‘reason’ what the data means.

In the second approach, the program might be presented a large number of pho-
tos labelled as ‘cat’ and ‘non-cat’. The program distils patterns based on this data,
which it then uses to recognize the presence of a cat in subsequent photos. Rather
than using labels, another variant of this approach instead presents large numbers of
images and then allows the program to come up with its own clustering of cats. In
both variants, however, it is not the rules programmed by people, but the patterns
identified by the program that determine the outcome.

As already noted, both approaches were explored during the first Al wave. One
example of an application of neural networks was Frank Rosenblatt’s ‘perceptron’,
an algorithm he invented which learned to recognize letters without these being pre-
programmed. This was attracted much media interest in the 1960s. Symbolic Al,
however, remained dominant. The Logical Theory Machine and General Problem
Solver mentioned earlier were both examples of systems within this strand. For
decades it would remain the dominant approach within Al

The proponents of symbolic Al also expressed much criticism of neural net-
works. They considered that approach unreliable and of limited use due to its lack
of rules. In 1969 Marvin Minsky, an ardent supporter of the symbolic approach,
wrote a book called Perceptrons with Seymour Papert. This amounted to a painstak-
ing critique of the neural network approach, backed by examples of mathematical
proofs of problems it could not solve. To many this appeared to sound the death
knell for that approach.>® Such criticism not only marginalized the position of neural
networks, it also contributed towards the onset of the first Al winter.

2.3.3 The Second Wave

In 1982 Time magazine named the personal computer its Man of the Year. This
coincided with a revival of interest in Al, and the discipline entered a second spring.
At the time, the programming language Prolog was used for many logical reasoning
systems. In 1982 the Japanese government invested a huge sum in a Prolog-based
Al system in the form of the Fifth-Generation Computer Systems Project.> This
was a far-reaching, ten-year partnership between the government and industry and

52Greenfield, 2017: 214.
3 From an interview with Geoffrey Hinton (Ford, 2018: 83).
S Russell, 2019: 271.
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was intended to boost the discipline in Japan by establishing a ‘parallel computing
architecture’. At a time when there was widespread fear of Japanese economic
growth, several Western countries quickly followed suit with their own projects.

To keep up with the competition, the US established the Microelectronics and
Computer Technology Corporation (MCC), a research consortium. In 1984 MCC’s
principal scientist, Douglas Lenat, launched a huge project called Cyc. Initiated
with the full support of Marvin Minsky, this is still running today and involves col-
lecting vast amounts of human knowledge about how the world works.> In 1983
DARPA, the scientific arm of the US Department of Defense, announced a Strategic
Computing Initiative (SCI) that would invest one billion dollars in the field over ten
years.’¢ Both the Japanese and the American research projects took a broad approach
to AL, with hardware and human interfaces also playing an important role, for exam-
ple.>” In 1983 the United Kingdom announced its response to the Japanese plans in
the form of the Alvey Programme.

One important development during this second wave was the emergence in the
1970s of expert systems within symbolic Al. These are a form of rule-based Al
where human experts in a particular domain are asked to formulate the rules for a
program. One example was MYCIN, a program trained by medical experts to help
doctors identify infectious diseases and prescribe appropriate medication. The
Dendral project involved the analysis of molecules in organic chemistry. Expert
systems were also developed to plan manufacturing processes and solve complex
mathematical problems; for example, the Macsyma project. Such systems thus
found practical applications outside the lab.

Some were developed in the Netherlands, too, in the 1980s and tested in pilot
projects. These addressed themes including the implementation of social security
and criminal sentencing policies.*® In part thanks to specific research programmes
and funding provided by the Dutch Research Council (Nederlandse Organisatie
voor Wetenschappelijk Onderzoek, NWO) and various universities, but also by a
number of government departments, the Netherlands was even able to establish an
international profile with a relatively large research community in the field of legal
knowledge-based systems. An important early facilitator in this respect was JURIX,
the Foundation for Legal Knowledge-Based Systems, an organization of ‘legal tech’
researchers from the Netherlands and Flanders. It has held annual international con-
ferences since 1988; their proceedings — all available online — testify to the rich
Dutch and Flemish academic history of research on and development of Al applica-
tions in the legal domain. Another prominent platform is the Benelux Association
for Artificial Intelligence (Benelux Vereniging voor Kunstmatige Intelligentie,
BNVKI), originally formed in the Netherlands in 1981 (as the NVKI) but later

> Domingos, 2017: 35.
*Leung, 2019: 254.
S"Russell & Norvig, 2020: 24.
*Hage & Verheij, 1999.

¥ www.jurix.nl/proceedings/
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connecting scientists from Belgium and Luxembourg as well. The US Office for
Technology Assessment has called expert systems “the first real commercial prod-
ucts of about 25 years of Al research”® and in 1984 the front page of The New York
Times reported that they held out “the prospect of computer-aided decisions based
on more wisdom than any one person can contain”.®!

Nevertheless, the results of this second wave were ultimately disappointing. The
big ambitions of the major national projects were never achieved, either in Japan,
the US or Europe. Their poor results were why the US SCI drastically scaled down
its funding. Among the problems to limit the potential of these projects were hard-
ware issues. This period culminated with the bankruptcy of several specialized com-
panies in the field in the late 1980s.9* But the expert systems also had their own
problems. They tended to be highly complex, so minor errors in the rules had disas-
trous consequences for the results and systems could fail when two rules contra-
dicted each other.®* The Cyc project is still ongoing but has failed to live up to
expectations throughout almost four decades of existence.® By the late 1980s,
therefore, another Al winter had set in: the second wave had run out of momentum.

2.3.4 The Third Wave

In the 1990s, however, Al again began to attract attention and eventually flourish
anew. Initially, the logical systems approach had several successes. One of the most
iconic of these was the victory of IBM’s Deep Blue program over chess grandmaster
Garry Kasparov, in 1997. At the time this was considered a fundamental break-
through. The successor to that program, named Watson, later participated in the US
television quiz show Jeopardy!, in which contestants have to formulate questions to
match given answers. In 2011 Watson defeated the game’s reigning human champi-
ons. This was seen as proof that AI was approaching mastery of human language,
another major breakthrough. Both cases are examples of the use of symbolic Al in
which the lessons of chess masters and answers from previous players of Jeopardy!
were fed to the programs as rules. At the same time, however, experts were becom-
ing increasingly dissatisfied with this approach.

“Leung, 2019: 259.

' Dreyfus & Dreyfus, 1986: ix.

©Leung, 2019: 255.

®The idea of expressing the limits of human behaviour and language in rules had been explored
earlier by philosophers such as Ludwig Wittgenstein (Wittgenstein, 1984).

% According to Ray Kurzweil, a proponent of neural networks, Cyc has actually achieved almost
nothing (Ford, 2018: 233). That, however, is an oversimplification. Such projects form the founda-
tions of techniques such as knowledge graphs, which are now important for the functioning of
search engines like Google. This also demonstrates why the two approaches are not mutually
exclusive and in practice often go hand in hand.
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Although both events were huge landmarks in the eyes of the public, in reality
the truth was more prosaic. Stuart Russell describes how the foundations of chess
algorithms were laid by Claude Shannon in 1950, with further innovations follow-
ing in the 1960s. Thereafter, these programs improved according to a predictable
pattern, in parallel with the growth of computing power. This was easily measurable
against the scores recorded by human chess players. The linear pattern predicted
that the score of a grandmaster would be achieved in the 1990s — exactly when Deep
Blue defeated Kasparov. So that was not so much a breakthrough as a milestone that
had been anticipated as part of a predictable pattern.®> Deep Blue won by brute
force, thanks to its superior computing power. Moreover, various chess champions
had fed heuristic principles into its software. Instead of the smart computer beating
the human, this victory could also be seen as the triumph of a collective comprising
a computer program and numerous human players over a single grandmaster.% It
was man and machine together that were superior to a human opponent.

The computer’s victory in Jeopardy! is also questionable. It would be incorrect
to claim that the program could understand the complex natural language of humans.
The game has a very formalized question-and-answer design, and many of the ques-
tions can be found on a typical Wikipedia page. This makes them relatively easy to
answer for a program that can rapidly search mountains of information for key-
words; that does not require an in-depth understanding of language.

While these logical systems only began to attract attention in the 1990s, other
forms of Al had been making progress for far longer and the momentum eventually
shifted towards the neural network approach. This trend had already begun in the
mid-1980s when fundamental research into the so-called ‘backpropagation algo-
rithm’ (in which multiple layers of neural networks are trained) improved the pro-
cess of pattern recognition. At about the same time the US Department of Defense
recognized that its funding programme had been unfairly neglecting the neural net-
works approach. Under the banner of ‘parallel distributed processing’, neural net-
works returned to centre stage in 1986. In a book published the previous year, John
Haugeland had introduced the term GOFAI (‘good old-fashioned AI’) — a phrase
which has since become a pejorative term for symbolic Al In the same period Judea
Pearl began applying probability theory rather than logical reasoning to Al

Breakthroughs below the radar were thus undermining the dominant rule-based
approach. A paper on backpropagation was rejected for a leading Al conference in
the early 1980s and, according to Yann LeCun, researchers at the time even used
code words to mask the fact that they were working with neural networks.®” It took
time for the importance of this new approach to become recognized. For example,
Jeff Hawkins said in 2004 that AI had fewer skills than a mouse when it came to
image recognition.®®

% Russell, 2019: 62-63.

%Thde, 2010.

%" From an interview with Yann LeCun (Ford, 2018: 122).
% Tegmark, 2017: 79.
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Fig. 2.7 The transition from a symbolic to a connectionist Al

At that time, it was thought it would take another century before a computer
could beat a human in the Asian game go, which has many more combinations of
moves than chess.® In fact, Google’s AlphaGo program defeated world champion
Lee Sedol in 2016. This was made possible thanks to recent breakthroughs in the
approach to neural networks, in which researchers such as Yann LeCun and Andrew
Ng played an important role. But it is Geoffrey Hinton who is often seen as the
father of those advances. Together with David Rumelhart and Ronald Williams, he
had already popularized the use of the backpropagation algorithm in a paper pub-
lished in Nature in 1986. That algorithm traces the contribution made by the output
layer back to hidden layers behind it, where individual units are identified that need
to be modified to make the algorithm work more effectively. For a long time, the
‘backprop’ had only a single hidden layer, but more have recently been distin-
guished. Backpropagation thus addresses a central problem of ANNs: the represen-
tation of hierarchy. Relationships can now be distinguished at different levels and
the success factors of the algorithm are also determined at all levels (called ‘credit
assignment’).”® Such neural networks have since been used, for instance, to simulate
the price of shares on the stock exchange. Figure 2.7 shows the historical develop-
ment of the two approaches to AL

In 1989 Yann LeCun applied backprop to train neural networks to recognize
handwritten postcodes. He used convolutional neural networks (CNNs), where
complex images are broken down into smaller parts to make image recognition

“Tonin, 2019: 1.

"Tn the book Perceptrons, which was highly critical of the neural networks approach, Minsky and
Papert demonstrated that it was unable to solve the problem of the ‘exclusive OR” (XOR). But
Rumelhart, Hinton and Williams showed that backpropagation could learn XOR.
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Box 2.2: Three Forms of Machine Learning

ML can be subdivided into three different forms: supervised, unsupervised
and reinforcement learning. In supervised learning, a program is fed data with
labels as in our earlier example of ‘cat’ versus ‘non-cat’. The algorithm is
trained on that input and then tested to see if it can correctly apply the labels
to new data.

Unsupervised learning has no training step and so the algorithm needs to
search for patterns within the data by itself. It is fed large amounts of unla-
belled data, in which it starts to recognize patterns of its own accord. The
starting point here is that clusters of characteristics in the data will also form
clusters in the future. Supervised learning is ideal when it is clear what is
being searched for. If the researchers themselves are not yet sure what pat-
terns are hidden within data and are curious to know what they are, then unsu-
pervised learning is the more appropriate method.

more efficient. This was another important contribution to contemporary Al
programs.”

In another paper, written in 2012, Hinton introduced the idea of ‘dropout’, which
addresses the specific problem of ‘overfitting’ in neural network training. That
occurs when a model focuses so strongly on training with existing data that it cannot
effectively process new information. Hinton’s work gave an enormous boost to the
applicability of neural networks in the field of machine learning. The use of multiple
layers in the training process is why it is called ‘deep’ learning; each layer provides
a more complex representation of the input based on the previous one. For example,
while the first layer may be able to identify corners and dots, the second one can
distinguish parts of a face such as the tip of a nose or the iris of an eye. The third
layer can recognize whole noses and eyes, and so it goes on until you reach a layer
that recognizes the face of an individual person (Box 2.2).7?

The third form is applicable in other contexts, such as playing a game. Here it is not
about giving a right or wrong answer or clustering data, but about strategies that can
ultimately lead to winning or losing. In these cases, the reinforcement learning approach
is more suitable. The algorithm is trained by rewarding it for following certain strategies.
In recent years reinforcement learning has been applied to various classic computer
games such as Pacman and the Atari portfolio, as well as to ‘normal’ card games and
poker. The algorithm is given the goal of optimizing the value of the score and then cor-
relates all kinds of actions with that score to develop an optimum strategy.

In 2012 Hinton’s team won an international competition in the field of ‘computer
vision’ — image processing using Al. They achieved a margin of error of 16%,

""Marcus & Davi, 2019: 52.
2Domingos, 2017: 117.
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whereas no team before them had ever managed less than 25%. A few years earlier
the same team had been successful in using neural networks for speech recognition
after a demonstration by two students in Toronto. But the gains in computer vision
in 2012 were the real revelation for many researchers.” Deep learning proliferated,
and in 2017 almost all the teams in the competition could boast margins of error
lower than 5% — comparable with human scores. That improvement continues to
this day. The application of DL has since gained momentum, with the scientific
breakthroughs using neural networks prompting an explosion of activity in this
approach to AI. We are currently at the height of this latest AI summer. In the next
chapter we look in more detail at the developments that has set in motion outside the
lab: in the market and in wider society.

It is clear that the rapid expansion of Al in recent years has its origins in funda-
mental scientific research. Big companies like Google have subsequently rushed to
hire talented researchers in this field, but it is scientists at universities who have
been responsible for the most important breakthroughs.

In addition to these academic milestones, two other factors underlie the recent
rise and application of Al The first is the growth in processing power, as encapsu-
lated in Moore’s Law. This pattern, that the number of transistors on a chip roughly
doubles every two years, has been observed consistently in the computer industry
for decades. It means that more and more computing power is becoming available
while prices continue to fall. Hence the fact that the smartphones of today surpass
the computing power of the very best computers of only a few decades ago. We
noted earlier how the first ‘Al winter’ was caused in part by the combinatorial explo-
sion. The increase in computing power provided the solution to this problem. A
further leap in that power came from the chip industry, using graphic processing
units (GPUs) rather than the classic central processing units (CPUs). GPUs were
originally developed for complex graphics in the gaming industry but were subse-
quently found to enable many more parallel calculations in Al systems as well.”*
Since 2015, tensor processing units (TPUs) specifically designed for ML applica-
tions have also come into use.

The other factor that has contributed to the current AI wave is the increase in the
amount of data. This is closely linked to the rise of the internet. In the past algo-
rithms could only be applied to a limited range of data sources. In recent decades,
however, as people have started to use the internet more and more, and directly and
indirectly to generate a lot more digital information, the amount of data available for
Al systems to analyse has increased significantly.

The ‘digital breadcrumbs’ we leave behind on the internet are now food for train-
ing Al algorithms. But we are helping with this training in other ways, too. By tag-
ging personal names in photos on Facebook, for example, people provide algorithms
with labels that can be used to train facial recognition software. One specific dataset
that is very important for this kind of training is ImageNet, an open database of

3From an interview with Geoffrey Hinton (Ford, 2018: 77).
"#Kelly, 2017: 38.
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more than 14 million hand-labelled images. The ‘internet of things’ (the growing
number of sensors and connections in the physical environment) is also contributing
to the growth in data.

The triad of scientific breakthroughs, greater computing power and more data
has allowed Al to take off in a big way recently (see Fig. 2.8). As mentioned, this
expansion has been driven mostly by the application of machine learning as part of
the neural network approach, and within ML by the development of deep learning.

Key Points: Al in the Lab

— In the lab Al has ridden three waves of development. Between these were
two ‘winters’ when scientific progress ground to a halt, hardware capacity
was inadequate, and expectations were not met.

— The first wave began with the Dartmouth Summer Research Project in
1956. At that time Al was used mainly for games such as draughts, in early
robots and to solve mathematical problems. Two further waves, dominated
by progress in symbolic Al and then neural networks, would follow.

— The second wave began in the 1980s, driven in part by the international
competition between Japan, the US and Europe. This produced expert sys-
tems, the first major commercial applications of Al

— The third wave began in the 1990s with major achievements in symbolic
Al but only properly gained momentum some years later due to advances
in the field of machine learning and its subfield of deep learning. The sci-
entific breakthroughs in this area, together with increases in computing
power and data volumes, are the driving force behind this wave, which
continues to this day.
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Chapter 3
Al Is Leaving the Lab and Entering
Society

Since the birth of Al in 1956, various applications of the technology have left the lab
and spread through society. Expert systems have been in widespread use for decades
and the first neural networks entered the financial sector some time ago. Thus far,
however, the impact has been modest due to the limited scope for utilizing such
forms of AL

That picture is now changing. As Al has gathered momentum, many applications
have started to appear throughout society and the economy. As explained in the
previous chapter, Al's acceleration is driven by scientific advances coupled with
increasing computational power and data availability. This chapter considers how
Al is making its presence felt in society. We begin by identifying a set of indicators
that demonstrate the momentum it now has — ranging from publications and patents
to investment and employment. We then discuss the various types of Al currently in
use, including image recognition, speech recognition and robotics. That analysis
reveals just how widely Al applications are now distributed in many countries. We
go on to describe how, largely as a result of AI's entry into society, the technology
has become the subject of public debate. Finally, we look at the future of the labora-
tory. AI may have moved from lab to society, but it remains a technology heavily
reliant on fundamental research.

3.1 Momentum from Lab to Society

3.1.1 Scientific Activity

AT’s definitive and wide-ranging transition from the research laboratory into every-
day settings started gathering momentum in about 2010. That movement was pre-
ceded by an upsurge of scientific activity. The World Intellectual Property
Organization has released a study showing a considerable increase in the number of
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Al-related publications over the past 20 years: up an average of 8% annually
between 1996 and 2001, rising to 18% between 2002 and 2007.! After 2015 annual
growth surged again to 23%, and in 2018 Al-related papers accounted for 2—3% of
all published articles worldwide? —almost three times the proportion in the late 1990s.

3.1.2 Practical Potential

In that same period, the deep learning-based advances in speech and image recogni-
tion referred to in the previous chapter opened the door to a wide variety of potential
practical applications. We also see a marked rise in the number of Al-related patents
granted: the average annual increase was 8% between 2006 and 2011, but 28% in
the years 2012-2017.3 ATl’s share of all new patents jumped in the last two of those
years from less than 1.5% to nearly 2.5%.* Half of all Al inventions ever patented
date from 2013 to 2018.° In short, the surge in academic activity since the early
2010s has been accompanied by a wave of Al patents.

Looking more closely at the patent grants, we see that growth has been greatest
in the domain of machine learning. Some 40% of all AI patents refer to that technol-
ogy. Within this domain, deep learning has been the fastest-growing discipline with
patent grants increasing by 175% between 2013 and 2016.° Zooming in on the fields
of application discussed in the next section, image processing or computer vision is
the most prominent, accounting for about half of all AI patents in the period.” In
other words, a great deal of innovation is taking place in Al. The increasing impor-
tance of practical applications is also apparent from the software development data:
since 2014 the amount of Al-related open-source software (OSS) has increased at
three times the pace of other forms of OSS.®

3.1.3 Rising Investment: Al Is Becoming a Business

The growth in patent grants reflects the business community’s increasing interest in
Al From about 2010 onwards, companies such as Google, IBM and Microsoft
began working with neural networks for speech recognition. Google has been using

'World Intellectual Property Organization, 2019.

2Baruffaldi et al., 2020; Perrault et al., 2019.

3World Intellectual Property Organization, 2019.

4Baruffaldi et al., 2020.

SWorld Intellectual Property Organization, 2019: 39.

©World Intellectual Property Organization, 2019; Baruffaldi et al., 2020.
"World Intellectual Property Organization, 2019; Baruffaldi et al., 2020.
8Baruffaldi et al., 2020: 32.
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these networks on Android smartphones since 2012. The use of computer vision by
big technology companies has been on a similar upward trajectory. In 2014 Google
acquired the British company DeepMind, a global leader in Al research with many
“firsts’ to its name, including the first AI go victory over a human champion,
Lee Sedol.

Enhanced Al language capability has been deployed in Google Translate since
2016,° and in 2017 Intel spent €14 billion to acquire the Israeli company Mobileye,
a specialist in driver assistance and autonomous driving systems. Facebook,
Amazon, Apple, Microsoft and other hardware and software companies have also
been acquiring Al start-ups in recent years to boost their capabilities in this field.
Whereas barely ten such acquisitions were registered in 2010, there were more than
240 in 2019.'°

Major tech corporations have also been recruiting prominent Al scientists.
Geoffrey Hinton joined Google, Yann LeCun went to Facebook and Andrew Ng has
worked for both Google and the Chinese company Baidu. In their public statements,
the executives heading up such companies have explicitly stated their interest in
Al. In a 2016 letter to shareholders, Amazon’s Jeff Bezos wrote that machine learn-
ing was crucial to improving core operations. The following year Google CEO
Sundar Pichai delivered a speech announcing that the firm was moving from a
‘mobile-first world’ to an ‘Al-first world’.!" Similarly, Microsoft’s Satya Nadella
wrote to company personnel in 2018 setting out organizational changes linked to the
reallocation of resources to the cloud (online storage) and AL'?> Chinese tech giants
such as Baidu, Tencent and Alibaba have also been saying for years — in some cases
before their American counterparts'® — that Al is central to their business strategies.
For example, the first research centre Alibaba ever opened outside China was an
Al-focused facility in Singapore.

Commercial interest is not confined to the ‘big tech’ sector. The business land-
scape includes a wide range of young companies with Al at the heart of their opera-
tions. They include China’s ByteDance and Face++, US firms Airbnb, Shazam and
Tesla, Israel’s Waze and the Europe-based Spotify and Booking.com. It is the
European Commission’s stated ambition that three out of every four companies
should be using Al by 2030.*

Global investment in Al start-ups has been increasing steadily for some years.
Researchers at Stanford University estimated total private investment in this seg-
ment at US$40 billion dollars in 2018, up from $1.3 billion in 2010. During that
period, investment increased by an average of nearly 50% a year.!” Although

°From an interview with Yoshua Bengio (Ford, 2018: 27-28).
9CB Insights, 24 June 2021.
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http://booking.com

46 3 Alls Leaving the Lab and Entering Society

quantitative investment estimates vary, depending on the definitions and methodolo-
gies used, the upward trend is unmistakable. Like the total amount invested, the
number of investments also increased: from 200 in 2011 to 1400 in 2017. Based on
those trends, the OECD has concluded that investors are recognizing the potential
of ALS

Taking a broader view, Stanford University estimates that total investment in Al
businesses was nearly US$70 billion dollars in 2020'7 — five times as much as in
2015. Between 2015 and 2020, therefore, Al firms around the world received a huge
injection of funds. In recent years 60% of all Al investment has gone into machine
learning.'® For a long time the bulk of that was directed towards the development of
autonomous vehicles, in line with the focus on computer vision referred to above.'
In 2018 they accounted for 30% of the capital invested in Al start-ups, with the
number of businesses testing such vehicles in California increasing sevenfold. In
2020, however, the COVID-19 pandemic brought about a realignment, with the
healthcare and pharmaceutical sectors now attracting the lion’s share of investment.?

3.1.4 Economic and Employment Impact

Various consultancy firms have made predictions about the implications of Al’s
definitive entry into society. They envisage that, because of its generic nature, the
technology will influence almost all business sectors and have considerable eco-
nomic impact. In 2017, for instance, PwC forecast that Al could be contributing as
much as US$15.7 trillion to the world economy by 2030.2! The same report identi-
fied healthcare, automotive manufacturing, financial services, transport and logis-
tics, ICT, media and retail as the sectors where the impact would be greatest. Deloitte
also foresees AI’'s commercial importance increasing rapidly and suggests that the
window of opportunity for a business to gain a competitive advantage from it is very
narrow. Firms need to involve themselves quickly if they do not want to miss the
boat.?? In a 2018 report McKinsey predicted that 70% of the world’s businesses
would make use of Al and that the technology had the potential to boost global gross
domestic product (GDP) by 1.2% a year.?® More recently, McKinsey analysed Al’s
economic potential for a number of countries identified as Europe’s ‘digital

19Baruffaldi et al., 2020: 1.

17Zhang et al., 2021: 93.

¥ Tonin, 2019.

19 Baruffaldi et al., 2020: 90; OECD, 2018: 3.
Zhang et al., 2021: 97.

2IRao & Verweij, 2017.

22Loucks et al., 2019.

ZBughin et al., 2018.
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leaders’. If they succeed in adopting Al and pursue sound investment strategies, the
analysts say, GDP growth could increase by 1.4% a year.**

Meanwhile, US researchers have demonstrated that AI’s entry into society can
also boost employment. The number of available Al-related positions went up from
0.3% of all US vacancies in 2012 to 0.8% in 2019. Having stood at 0.26% in 2010,
the proportion of jobs accounted for by Al-related roles reached 1.32% in 2019.%
Moreover, Al has become one of the most popular fields of study for postgraduate
researchers in computer science in North America. In 2010 the proportion of PhD
graduates in Al taking jobs in industry was about the same as the percentage going
into academia. Since then, though, the balance has shifted: in 2019 more than half
went on to take industry jobs, while fewer than a quarter followed academic
careers.” According to technology expert Tim O’Reilly, ‘data scientist’ is now the
most coveted job title in Silicon Valley. The McKinsey Global Institute estimates
that, in 2018, the US already had between 140,000 and 190,000 fewer machine
learning experts than it needed.”’

3.1.5 Governments Are Also Focusing on Al

It is not only through commercial activities and private-sector applications that Al
is entering society; a wide variety of public organizations are also contributing
towards the transition. Police services use the technology to investigate and fight
crime, social security agencies use it for fraud detection and various Al-based con-
trol initiatives were launched during the COVID-19 pandemic. Although no global
historical overview is available, the European Commission estimates that roughly
230 public-sector Al applications were in use in 2019.% It seems very likely that the
actual number was higher; in the Netherlands alone, 74 public-service projects were
making use of Al that year.”’

Further evidence of AI’s societal traction is provided by the growing number of
national Al strategies being produced. Once it became clear that Al had reached the
point where various practical applications were in the offing and the business com-
munity was investing heavily, many governments began developing strategies to
reap the associated benefits. First came the Pan-Canadian Artificial Intelligence
Strategy in March 2017, in which the Ottawa government announced plans to invest
C$125 million in Al Singapore, Japan and the United Arab Emirates followed suit
later that year. China then published the New Generation Artificial Intelligence

#McKinsey & Company, 2020.
% Perrault et al., 2019.

2Zhang et al., 2021: 118.
Domingos, 2017: 9.

28 Misuraca & Van Noordt, 2020.
2Van Veenstra et al., 2019.
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Development Plan, setting out its ambition to be the absolute global leader in Al by
2030. Soon afterwards strategies were presented by Finland, the US, France, the
UK, Germany and other countries. As part of its commitment to ‘a Europe that is
ready for the digital age’, the EC also began a number of Al-related programmes
accompanied by a European Action Plan for AI?® and a data strategy.?! Since then,
dozens of nations have produced action plans for utilizing Al, including less obvi-
ous countries such as Kenya, India and Mexico.* The flow of publications hit a peak
in 2019 when twenty national Al strategies appeared; a total of about sixty are now
in circulation. There is also one international Al strategy: the EU’s Co-ordinated
Plan on Artificial Intelligence (2018).%

Following the acceleration of Al development from around 2000 onwards, it is
apparent from the increasing number of patent grants, the growing level of private
investment, the appearance of new business models, the growth of Al-related
employment and the publication of national strategies that we have reached a new
chapter in the history of Al: the technology is entering society. Figure 3.1 illustrates

30 European Commission, 2021b [2018].

3 European Commission, 2020.

2Holoniq, 9 April 2020; Future of Life Institute, undated (a); Van Roy et al., 2021.
3 European Commission, 2021b [2018].
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this progress using the indicators referred to above. It is therefore pertinent to ask
what mechanisms are at work here and what forms is Al taking in society. We
address those questions in the next section.

Key Points — Momentum from Lab to Society

— Since the 2010s, AI's migration from lab to society has gained momentum.
Advances made in the laboratory provide a springboard for practical appli-
cation of the technology.

— One reflection of AI's new practical potential is an increasing number of
patent grants. Half of all patented Al inventions were registered between
2013 and 2018.

— Big tech companies are openly committed to Al, new businesses are
springing up with Al at the heart of their operations and private investment
in Al is increasing substantially throughout the world.

— Because of its generic nature, Al is expected to have a major economic
impact. Demand for Al experts is growing in the jobs market, while more
and more PhD graduates in the subject are finding employment in the com-
mercial sector.

— Governments are also turning their attention to this theme: more than sixty
countries have now developed national Al strategies.

3.2 The Practical Application of AI

Al has thus made the transition from the lab to society. As a result, we nowadays
encounter all kinds of applications of the technology in our everyday lives: chatbots,
smart cameras, translation apps, recommendation systems, risk analyses, driving
systems and so on. In practice, Al takes many different forms which may be divided
into several broad groups based on the type of task performed. Within the discipline,
various classification systems are used. For the purpose of this overview, we distin-
guish five types of Al: applications for predictive analysis (machine learning), for
image processing (computer vision), for language (natural language processing)
and speech (speech recognition) and for the performance of physical tasks (robot-
ics). All of these are already visible around us. Figure 3.2 provides an overview of
the five types, which are considered individually below.

3.2.1 Machine Learning

The most common type of Al is machine learning. That can be slightly confusing,
because the same term is also used for the form of technology currently dominant
within AL In this case, however, ‘machine learning’ refers to a particular type of
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application for predictive or advanced analytics, which is used to identify patterns
in datasets as a basis for making predictions. Although machine learning technology
can be used in other types of Al as well, this form is characterized by prediction
being the primary task. It could thus also be referred to as ‘predictive systems’.

The ability to use data to make better-informed estimates about the future has
huge potential value in many different contexts. The organization of energy supplies
is a good example. Google’s DeepMind has developed an Al system that uses
weather forecasts and turbine data to predict the inflow of energy from wind farms
36 h in advance.** Optimum use can then be made of wind power, despite the vari-
ability of the elements.

Because risk forecasting has always played an important role in financial ser-
vices, machine learning is now widely used in that sector. Examples include
Al-based credit rating, where a person’s creditworthiness is predicted based on their
credit history and personal data.

Machine learning is also used for fraud prevention. For instance, Mastercard
uses a system called Decision Intelligence to detect abnormal, potentially fraudu-
lent activity by analysing transaction patterns.*® There are also Al applications for
customers, including systems that predict financial trends to help inform investment
decisions.*® Like banks and insurers, local authorities and police forces are looking
into machine learning in the fight against fraud and other forms of crime. The UK’s
Department of Work and Pensions uses Al to assess benefit claims and estimate the
probability of fraud, for example.*” In the Netherlands, the Ministry of Social Affairs
and Employment and the country’s local authorities introduced System Risk

*DeepMind, 26 February 2019.

35 Mastercard, undated.

*ING’s Smart Working Capital Assistant and Katana Lens.
37 Gov.uk, undated; Marr, 29 October 2018.
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Indication (SyRI) to tackle benefit fraud. This approach proved controversial, how-
ever, and was ultimately deemed unlawful by the courts. Meanwhile, some Dutch
local authorities use Al to predict which of their residents are liable to fall into debt
and may therefore require assistance.

Al is also deployed in police work, in the form of prediction systems. Many
examples of ‘predictive policing’ can be found in the US, where Al is used, for
example, to assess the risk of reoffending. Forces in other countries are investigat-
ing the scope for using machine learning to provide intelligence. For instance, the
Dutch police have a Crime Anticipation System (CAS) that detects patterns of crim-
inality and predicts where and when robberies are most likely to occur. Based on
this output, surveillance and preventive activities can be tailored to the anticipated
risk. Almost all of the 168 police districts in the Netherlands are currently using a
version of CAS.* Furthermore, the Dutch police experiment with machine learning
to predict which cold cases have the highest chance of a breakthrough and are there-
fore worthy of further investigation.*

AT’s accurate predictive capabilities can be valuable in other sectors as well.
Some supermarket chains have announced plans to experiment with dynamic pric-
ing as a tool for minimizing waste and maximizing income. They could also use
machine learning for product-range optimization or automated discounting. This
would involve an algorithm analysing data on product shelf-life, outlet location,
weather conditions and historical sales patterns to make predictions.*°

In the media industry, machine learning helps tailor products and services to
consumers’ wishes. The most familiar examples are platform services like Netflix,
YouTube and Spotify, which use Al to make relevant recommendations based on
users’ previous choices. Predictive technologies of this kind are known as ‘recom-
mender systems’. Machine learning-aided personalization has become an important
pillar of e-commerce as well. Online retailers like Amazon, Alibaba and Zalando
use Al to compile user profiles and adapt their marketing accordingly.

Similarly, advertising can be aligned with the interests and sensibilities of indi-
vidual users. Known as microtargeting, this technique lends itself not only to com-
mercial applications but also to political ends. Political microtargeting made waves
around the world when it became known that the company Cambridge Analytica
had used Facebook data to disseminate personalised advertising during the US pres-
idential election and the UK’s Brexit referendum in 2016 (see Box 3.1). However,
microtargeting is a widespread phenomenon that has been occurring in many coun-
tries for quite some time.*! Investigative journalists have found that almost all politi-
cal parties in the Netherlands engage in bespoke online messaging.*?

¥ Waardenburg et al., 2020: 70.

¥ Politie, 23 May 2018.

40 Albert Heijn, 20 May 2019.
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“Davidson and Delhaas, 22 April 2020. The planned Political Parties Act will regulate such activi-
ties (Dutch national government, 26 June 2019).
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Box 3.1: Cambridge Analytica and Microtargeting

Microtargeting is directing particular messages at particular people. Al is
used for ‘psychographic profiling’, so that the content shown to an individual
is tailored to their personal profile, thus (supposedly) maximizing its effec-
tiveness. The best-known examples of the dark side of this technique involve
the data-mining firm Cambridge Analytica, which was closely associated with
the 2016 Trump and pro-Brexit campaigns. Machine learning was applied to
huge volumes of data on people’s online behaviour to build an understanding
of public thinking, thus enabling targeted messaging on Facebook and other
platforms to influence the way individuals voted. Cambridge Analytica has
since ceased trading, but predictive systems of a new type are now being
developed: ‘multi-agent artificial intelligence’ (MAAI). It is claimed that
these can predict behaviour even more accurately, opening the way for more
precise influence by putting targeting strategies to the test in simulated
communities.*

3.2.2 Computer Vision

Our second main type of Al relates to image recognition, also known as computer
vision. This is about automating the observation, analysis and interpretation of
visual information. That may be in the form of photographs, videos or live input
from the physical world. Its development has been accelerated by the increasing
availability of digital imagery. Social media and smartphones have facilitated a veri-
table explosion of images, some publicly available, which can be used to train com-
puter vision algorithms. Indeed, we now communicate increasingly through
images — ‘If there isn’t a pic, it didn’t happen!” Since Instagram was launched, users
have uploaded about 50 billion photos, while 350 million photos a day are posted on
Facebook and 500 h of video material are added to YouTube every minute.*

One of the best-known applications of computer vision is facial recognition.
Moving beyond the mere detection of a face in an image by a computer, this entails
the computer actually identifying whose it is. Camera input is analysed and features
such as chin proportions, eye separation and cheek roundness are measured with
millimetre-level accuracy. The computer the translates this data into a code repre-
senting the unique characteristics of a face, enabling it to be recognized when next
encountered.

Facial recognition software is built into some smartphones, enabling users to
unlock their phones simply by looking into the camera — in other words, to use their
face like a password. Various apps use the technique in a similar way so that, for
example, a PIN is not needed to authorize a payment.

“Hern, 30 July 2019; Lewis & Hilder, 23 March 2018; Lawton, 2 October 2019.
“ Apple, 24 June 2020; Smith, 18 September 2013; Wojciki, 14 February 2020.
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China leads the world in the state use of facial recognition. The technology is
widely deployed by the police there and for the surveillance of urban public spaces.*
Many US government organizations, including the police, investigative agencies
and border forces, use facial recognition as well.* Although currently controversial
in Europe, most countries here are experimenting with the technology for use in
airports, stadiums, schools and casinos as well as law enforcement.*” According to
AlgorithmWatch, a research and lobby organization concerned with algorithms and
Al, facial recognition is used by police forces in at least eleven European nations.*®
However, the EU plans to introduce strict controls on its deployment in public
places; the recently proposed Artificial Intelligence Act would prohibit such use
except where strong grounds exist in its favour.*’

Facial recognition is by no means the only application of computer vision. It is
also crucial for self-driving vehicles. Autonomous and semi-autonomous cars cur-
rently under development by Tesla, BMW, Volvo, Audi and Uber are equipped with
multiple cameras that scan the surrounding space and recognize objects, road mark-
ings, traffic signs and traffic lights. Other applications of computer vision are
intended primarily for monitoring of the physical environment. Examples include
the detailed inspection of roads, bridges and machines with a view to facilitating
prompt maintenance and the automated detection of vehicles and objects. In
Amsterdam, for instance, cameras read the number plates of vehicles entering the
city’s low emissions zone and the details of any not entitled to be there are sent to
the agency responsible for issuing and collecting traffic fines. During the COVID-19
pandemic, computer vision has been utilized in various countries to scan public
spaces for people who might not be respecting the rules on social distancing.>

As well as lending itself to applications in public space, computer vision has
great potential for the agricultural and livestock sectors and the food industry. It can
be used to monitor and harvest crops, for example, and also play an important role
in so-called ‘precision agriculture’.>! Computer vision is suitable for animal-welfare
applications, too, with cameras used to monitor behaviour.> Dutch start-up
OneThird has developed a fruit-and-vegetable scanner that can accurately estimate
their remaining shelf life by means of image recognition.”® Such information

4 Chen, 12 October 2017; Simonite, 3 September 2019, 3. It was previously revealed that the
Chinese government also uses facial recognition to trace and monitor Uyghurs, an Islamic minor-
ity group (Mozur, 14 April 2019).

“The digital rights lobby organization Fight for the Future maintains a map of all the places where
the US government uses facial recognition technology (Fight for the Future, undated).

4T Chiusi et al., 2020.
#Kayser-Bril, 11 December 2019.
*European Commission, 2021c.

%A ‘one-and-a-half-metre monitor’ was deployed in Amsterdam, for example (Amsterdam
Algorithm Register, undated).

SITian et al., 2020.
52Serket, undated.
53 OneThird, undated.
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facilitates better decision-making and thus helps minimize waste. When a consign-
ment of tomatoes, say, arrives at a distribution centre, the decision might be taken to
send them for immediate processing because it is possible to see that they will be
unsaleable by the time they reach the shops.

Although progress is being made in this field, the applications of computer vision
are still often limited to specific tasks in specific domains. In clinical medicine it has
proven relatively successful in the form of ‘image-based diagnostics’>*: images are
scanned for particular irregularities that could indicate a disorder, helping radiolo-
gists, dermatologists and pathologists to detect and diagnose illness.® Such suc-
cesses have been aided by healthcare being a data-rich sector, and much of that data
being visual, so there is ample material to train the algorithms.

Computer vision also has the potential to improve the quality of medical imagery
and help surgeons perform operations. The US Food and Drug Administration
(FDA, the agency responsible for regulating medical devices) has recently approved
ten diagnostic tools based on the technology for use in hospitals.’® Computer vision-
enabled apps have also been developed so that people can check themselves for
health issues, in most cases skin conditions; one is the Dutch SkinVision utility,
another Google’s recently unveiled Derm Assist. Users scan their own skin and are
then given advice on any follow-up that may be appropriate.’” Although the medical
world has been quite critical of such apps,®® the examples we give do illustrate how
computer vision can be utilized in practice.

3.2.3 Natural Language Processing

Our third general type of Al application automates the reading, analysis and genera-
tion of human language. The ‘holy grail’ of natural language processing is algo-
rithms that can understand human language well enough to perform tasks requiring
the interpretation of text. Language processing algorithms dissect sentences in vari-
ous ways; for example, by distinguishing letters and words, labelling text elements
and reading both left-to-right and right-to-left. This enables inferences to be made
regarding the meaning of the text. Like computer vision, natural language process-
ing has undergone a period of accelerated development in recent years, driven by

3 A meta-analysis has revealed that the diagnostic performance of deep learning systems is similar
to that of human medical professionals (Liu et al., 2019). However, the authors qualify that conclu-
sion by saying that most of the studies included in the meta-analysis were not externally validated,
meaning that the results did not support the general conclusion that AI was as good at image-based
diagnosis as human doctors.

SYu et al., 2018.

*Topol, 2019: 46.

37SkinVision, undated; Bui & Liu, 18 May 2021.

3 Freeman et al., 2020.
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advances in deep learning. Supported by sophisticated learning technology, the
models can now be trained to understand human language more quickly and easily.

Because language is central to the way we communicate and how we gather,
record and transfer knowledge, the potential applications of sophisticated natural
language processing are enormous. In another parallel with computer vision,
though, current systems are limited to specific tasks that require relatively little
actual understanding of text input. Examples include tools that auto-correct, auto-
complete or check text as it is typed, as well as automated translation systems like
Google Translate.® Spam filters and search engines also make use of natural lan-
guage processing. Google’s search algorithm, for instance, applies two techniques
when processing each query. First it links the words entered to relevant words in
documents. The algorithm then ranks the various documents containing the words
in question on the basis of assumed quality and relevance, as determined from the
number of previous clicks on the page — a process known as ‘page ranking’. This
application of natural language processing has revolutionized the way we find infor-
mation online. But it does not involve any true understanding of human language.

Another example is ‘messenger bots’, the automated chat systems that many
organizations use for website-based customer support. Here Al helps provide cus-
tomers with prompt, efficient assistance. In such applications, language processing
is actually combined with expert systems: the algorithm analyses a question and,
using a decision tree, selects the most appropriate reply or follow-up question. The
Dutch police use such a chatbot to help people report internet fraud online; it checks
that the report is complete, makes a preliminary appraisal of the case and advises the
victim as to their best course of follow-up action.

3.2.4 Speech Recognition

Speech recognition is the Al domain concerned with the detection, analysis and
interpretation of spoken human language. It involves the use of algorithms to distin-
guish words and sentences in spoken language and convert them to text — speech-to-
text translation. One field in which this kind of application is being tested is
healthcare, where Al systems transcribe discussions between doctors and patients.®
A natural language processing tool then analyses the result, identifies important
clinical information and produces a summary of the consultation — the aim being to
reduce doctors’ administrative workload and thus ultimately yield better consulta-
tion reports.®! The same technology can also work in reverse, converting text into
speech. As, for example, when a device reads an e-book out loud, or a speech

* Lewis-Kraus, 14 December 2016.

®Van Buchem et al., 2021. The study shows that such digital scribe systems are very promising.
However, they are not currently used in clinical practice anywhere, making it impossible to draw
conclusions regarding their value in clinical settings. Ajami, 2016.

%'Wouda and Hutink 2019.
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computer acts as a voice for someone who cannot speak or has difficulty doing so
(such as a patient with motor neurone disease).5

Voice-controlled smart assistants like Apple’s Siri, Google Assistant, Microsoft’s
Cortana and Amazon’s Alexa combine the two technologies described above to
enable spoken communication between human and computer. After responding to
‘wake words’ such as ‘Siri’ or ‘Alexa’, the tools are able to perform all sorts of
tasks: searching the internet, compiling to-do lists, playing music, making restau-
rant reservations and so on. All the user has to do is give a clear spoken command.
Speech recognition technology converts their speech into text, then natural language
processing interprets the written information and determines what action is required.

Unlike people, who could speak and listen before they invented writing, comput-
ers find written language easier to process than the spoken word. Speech recogni-
tion is considerably more difficult because of the variability of spoken language and
the noise in audio streams; picking out the words, identifying them and converting
them into a type of text the computer can process is extremely challenging. Nor is
interpretation of the speech signals themselves straightforward. When we speak, the
sounds we make are not separated into distinct words. What a computer hears is
very like what a person hears when listening to a language they are totally unfamil-
iar with: a continuous stream of sound, with individual words very hard to distin-
guish. Yet telling them apart is essential if we are ever to translate those words into
a language we understand.

The problem posed by speech recognition thus differs fundamentally from the
interpretation of written language or images. Unlike computer vision and natural
language processing, speech recognition involves the processing of a single input
variable — sound waves — that changes dynamically over time. The great challenge
is distinguishing words and sentences within this input, so that they can be trans-
lated into a language the algorithm is able to process.

A further challenge is that some of the meaning of speech is conveyed by changes
in volume, cadence and tone — the characteristics of spoken language. Effective
interpretation therefore depends on more than simply distinguishing words from
one another. The phonetic aspects need to be detected and interpreted as well, in
order to determine the meaning of what is being said. Another stumbling block is
homophones: words that sound the same but mean different things, such as ‘hour’
and ‘our’ or ‘air’ and ‘heir’. Their interpretation depends on the context: both the
narrow context of the sentence and the wider context of the situation, the speaker
and so on.

As in other domains, advances in machine learning have led to progress in the
field of speech recognition since it has become possible to process much greater
volumes of speech data to train the algorithms. Relatively successful practical appli-
cations of speech-to-text and text-to-speech conversion are now viable, providing

©In collaboration with Google, DeepMind is currently working on a project to develop a text-to-
speech program that would enable someone with a speech impediment to speak with their own
voice via a computer (Chen et al., 18 December 2019).
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that the speech is clear in both auditory and content terms. However, much spoken
communication is unclear in one or both of these respects. Consequently, speech
recognition technology has not yet reached the stage where it can be used reliably
on a wide scale and for a range of purposes. To a large extent this is attributable to
the limitations of natural language processing and AI’s ability to truly understand
language. Although it has made the transition from lab to society, Al is still far from
being a mature technology — a point we return to in the final section of this chapter.

3.2.5 Robotics

In this report the term ‘robotics’ is applied to the type of Al used in combination
with robots. Robotics brings together all types of Al: the ability to reason and learn,
to see and hear, to communicate and to understand. However, it differs from other
Al disciplines in that it additionally involves physical processing: the ability to
manipulate objects.

A robot needs to be able to move and undertake physical actions to perform
tasks. Those may be so-called ‘dull, dirty, dangerous and dear jobs’ or activities in
which robots can outperform people. Examples include space exploration, the
clean-up operations following the nuclear accident at Fukushima and defusing
bombs.* However, robotics are important as well in the context of innovations in
healthcare, retailing, manufacturing, livestock husbandry, agriculture and horticul-
ture. Autonomous vehicles can also be regarded as a form of robotics. Robots thus
come in countless shapes and sizes, making a precise definition of the word very
difficult. Joseph Engelberger, a pioneer in the field of industrial robotics, addressed
that challenge with a variation on the classic one-liner often used in respect of famil-
iar but undefinable things: “I can’t define a robot, but I know one when I see one.”

In classic robotics, expert systems play an important role. They are particularly
suitable for standardized tasks in situations where a choice needs to be made from a
number of predefined courses of action. For that reason, robots are currently used
mainly in controlled manufacturing and port environments. Deploying them in
highly dynamic and often chaotic everyday human settings, such as on the roads,
involves far more complex challenges. Coping with the variety and spontaneity of
such situations requires a degree of understanding of how the world works; the
robot needs to be able to observe its surroundings, assess situations, predict plausi-
ble future scenarios and decide, in a dynamic setting, which of all the possible
courses of action is most appropriate for the circumstances.®* A system flexible
enough to operate in the world outside the lab must therefore be underpinned by
such understanding.

% One example being the PackBot developed by Endeavor Robotics (previously iRobot), part of flir
ugs (unmanned ground systems), which supplies robot systems to the US military (flir ugs,
undated).

%Marcus & Davis, 2019: 113.
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Because a robot of this kind would have to cope with the open-ended nature of
our world, in which the possibilities are endless, it is crucial that it incorporate a
wide range of capabilities. At present, though, the limitations of the other forms of
Al effectively restrict the practical potential of this kind of robotics. For example,
robots currently find it difficult to pick up a dark handkerchief from a dark table of
their own accord, because computer vision is not yet sufficiently sensitive to light.
Progress in the other branches of Al and advances in machine learning are therefore
vital to the further development of robotics. Although the hardware and human con-
trol aspects are already quite impressive, everyday tasks require extremely refined
motor control, planning and perceptual capability. While a commercial glasshouse
may seem an orderly environment, for instance, it is still extremely difficult for a
robot to pick a tomato without squashing it.

Three big players in the field of robotics are Boston Dynamics, which specializes
in the simulation of human movement by robots (‘humanoids’), DJI, a specialist
manufacturer of drones for consumer use, and Amazon Robotics, with a focus on
automated logistics. Amazon develops and deploys robots capable of efficiently
navigating large warehouses and thus optimizing sorting processes. To do that the
machines have to make allowances for and co-operate with one another, which they
manage very successfully in facilities they are deployed in. Amazon’s sorting robots
perform specific tasks and operate in environments that are predictable and survey-
able — for robots, at least.

By contrast, Boston Dynamics is aiming to develop robots that are far more flex-
ible both physically and ‘mentally’, enabling them to be used for a variety of pur-
poses. Previously owned by Alphabet (Google) but sold to Japanese technology
giant SoftBank in 2017, Boston Dynamics is well known from its impressive video
footage of two and four-legged robots such as Atlas and BigDog. They can stand
and move around in ways that closely resemble the locomotion of people and ani-
mals. However, the company has yet to develop any commercial products. But
Chinese technology firm DJI does already operate commercially; in fact, it is the
global market leader in unmanned aircraft (drones) for aerial photography and video
applications.

As the real-world examples above illustrate, Al is making its presence felt in
society through robotics, speech recognition, natural language processing, com-
puter vision and machine learning. Indeed, its practical applications are now so
numerous and varied that it is impossible to compile a comprehensive overview.
Nevertheless, the appendix to this report lists examples of Al applications in various
sectors of the economy, primarily to provide an impression of their huge breadth
and diversity. The simple observation that Al is today utilized in many different
ways and contexts emphasizes the extent to which it is now becoming established
within society. That process is not inconsequential. In the next section we consider
the societal dynamics set in motion by AI’s transition from the lab to society.
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Key Points — The Practical Application of AI

— Having made the transition from lab to society, Al now has a variety of
practical applications. We distinguish five general types of Al in
everyday use.

— Machine learning: Al for predictive analysis. One familiar example is the
recommender systems that personalize internet content suggestions.

— Computer vision: Al for the observation and analysis of visual informa-
tion, such as recognizing faces or road signs.

— Natural language processing: Al for the interpretation of everyday human
language. Chatbots use this technology, for example.

— Speech recognition: Al for spoken language processing. Voice-controlled
assistants, such as Apple’s Siri and Amazon’s Alexa use this type of Al

— Robotics: the combination of various Al capabilities with physical func-
tionality. Examples include robots that transport goods inside warehouses.

3.3 Al as a Phenomenon in Society

AT’s transformation from something researchers investigate into something used in
everyday life has clear repercussions for society as a whole. Moving out of the lab
inevitably implies moving into the public arena. The world Al has now entered is
one of divergent interests and forces, and its arrival there has triggered investment,
experimentation, discussion and alarm. Visions and strategies to utilize Al to maxi-
mum effect have been published, but also open letters and reports calling for its
regulation. In short, the appearance of this new technology is making waves within
society. As well as evolving technologically, Al is developing as a societal phenom-
enon (see Fig. 3.3). Although that process is still very much in progress, we can
already discern a number of trends. To aid understanding of the current situation, in
this section we consider society’s various responses to the arrival of Al and the shift-
ing emphasis in them.

3.3.1 Interestin Al as a Revolutionary Technology

The scientific blossoming of artificial intelligence after the most recent ‘Al winter’
focused attention on the technology’s countless potential applications. That led to
the appearance of several iconic books on its future, which often present the latest
advances as the beginning of a new era. Visionary Ray Kurweil speculates on an
imminent ‘singularity’ in which human and computer intelligence merge to form a
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single superintelligent entity.®> Scientists Erik Brynjolfsson and Andrew McAfee
place AI at the heart of ‘the second machine age’, in which machines relieve humans
not only of physical tasks but also cognitive ones.® Philosopher Nick Bostrom
views such developments as a serious threat, however: as Al becomes cleverer and
faster than us, it becomes hard for humanity to maintain control over it.*” Another
philosopher, Luciano Floridi, refers to a ‘fourth revolution’ in which digital tech-
nologies like Al fundamentally change our world view and our understanding of
ourselves.®® Klaus Schwab, financial backer and chair of the World Economic
Forum, talks of a ‘fourth industrial revolution’ when the application of smart tech-
nology transforms the way we work and live, just as the steam engine, electricity
and digitalization did previously.*

A future in which human life is closely intertwined with Al is also a popular
theme for the film industry. In parallel with the recent ‘Al spring’, movies such as
Her (2013), Ex Machina (2014) and Transcendence (2014) depict a future where Al
reaches a critical threshold of intellectual ability. As such, these films serve as a
form of ‘scenario thinking’: they portray imagined situations in which humans have
emotional relationships with Al and can even fall in love with it (Her), in which Al
can pass the ultimate Turing test and become so like us that it is no longer possible
to distinguish between human and machine (Ex Machina) or in which Al becomes
a dangerous, barely controllable source of power (Transcendence). Although the

% Kurzweil, 2005.
%Brynjolfsson & McAfee, 2014.
%7Bostrom, 2016.

% Floridi, 2014.

% Schwab, 2016.
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idea of the superintelligent computer has long been a source of inspiration for screen
writers, these recent productions have made the specific term ‘AI’ familiar to the
general public.

3.3.2 Applied Research and the Run on Talent

Besides compelling screen depictions, what has mainly stimulated public interest in
new Al technologies is their practical potential. That has also made Al economically
attractive for the business community and governments. We have already described
how private investment in Al has increased considerably all around the world. In
addition, businesses and governments have teamed up with research institutes to set
up special ‘Al labs’ where links are forged between fundamental science and practi-
cal requirements. In many parts of the world laboratories of this kind have been
established to cater for particular sectors of the economy, ranging from agriculture
and mobility to retail and manufacturing, healthcare and education to public admin-
istration. Others are addressing the societal aspects of Al; these are often known as
ELSI (ethical, legal and social implications) or ELSA (ethical, legal and societal
aspects) labs.

The first applied research facility in the Netherlands devoted to Al began life in
2015. That was the QUVA Deep Vision Lab, a joint initiative by the University of
Amsterdam and Qualcomm dedicated to translating computer vision research into
industrial applications. Similar projects proliferated in the years that followed, with
the Innovation Center for Artificial Intelligence (ICAI) founded in 2018 by the
University of Amsterdam and VU Amsterdam playing an important co-ordinating
and supporting role. The Netherlands now has twenty ICAI labs, where companies
including Bosch, TomTom, KPN, ING, Ahold-Delhaize and DSM, as well as hospi-
tals, the national police and government bodies, collaborate with universities and
research centres to develop innovative Al solutions.

With businesses also exploring AI’s potential in many different fields, and devel-
oping applications for them, an enormous demand has arisen for talent in this
domain. That in turn has sparked debate in various countries as to how best to nur-
ture and retain people with the necessary skills.” At the beginning of this chapter we
pointed out that most Al-related PhD graduates in the US are now choosing careers
in industry. Other countries are experiencing a similar ‘brain drain’ from academia
to the business community, but in many cases with their trained specialists moving
abroad to boot.”! In Europe, prominent scientists from more than twenty countries
have written an open letter on the subject to sound the alarm and call on policymak-
ers to invest in the European research climate.”

""Hoeks, 12 April 2019; Delcker, 27 June 2018; Boland, 2 September 2018.
"I Elsevier, 2018.
ELLIS, 2018.
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3.3.3 Al Action Plans

The focus on the potential of Al is also reflected in a proliferation of national and
international Al strategies. Most such documents deal primarily with the economic
opportunities, often within those sectors already important for the countries in ques-
tion.”> The OECD observes that the goal of national strategies is usually to boost
national productivity and competitiveness by harnessing AL.7* They are therefore
concerned primarily with the development and utilization of Al through mecha-
nisms like research funding, enhanced support infrastructures and encouraging
business interest. For the same reason the development and retention of talent is an
important feature of many strategies.”

Although the main thrust of an Al strategy is typically the definition of an inno-
vation agenda, many additionally address societal and ethical aspects. However, the
passages devoted to these points are often subordinate to the economic plans and
usually less substantive and action-oriented. In Europe the rationale for discrepan-
cies of that kind tends to be that, in order to align Al with our values, we need to be
in the technological vanguard.

The Dutch think tank DenkWerk produced a report entitled Al in Nederland (Al
in the Netherlands) in 2018. This stressed the urgent need for the country to commit
seriously to artificial intelligence, arguing that it was being left behind in terms of
investment in the private sector and other forms of government support. DenkWerk
pointed to the ‘enormous societal potential’ of Al and called on the government to
formulate a national agenda for its development and application. The report urged
immediate action, saying, “This is not a matter that should first be considered for
two years”.’® That same year DenkWerk helped to initiate work on a national Al
agenda. AiNed, a coalition of corporate, academic and government partners, then
published a report substantiating the earlier call for urgent action. That argued that
Al should be made a national priority to protect and enhance the nation’s prosperity
and international status. With a view to accelerating the development of Al and dif-
ferentiating the Netherlands on the global stage, AiNed formulated several objec-
tives as the basis for a national strategy.

The strategy was eventually published in autumn 2019. Following the release of
the AiNed report, a task force was formed. Led by employers’ confederation VNO-
NCW, this also involved the Ministry of Economic Affairs and Climate Policy,
which assumed responsibility for realizing the objectives formulated. The first
major practical step was to create a Dutch Al Coalition, a platform for collaboration
between businesses, government bodies, non-governmental organizations and
research institutes to catalyse Al development. The coalition quickly announced its
intention to promote the formation of Al labs and to work with the government to

3Mols, 2019.
#OECD, 2019: 121.
7S Mols, 2019.

76 DenkWerk, 2018.
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develop an Al strategy. Another outcome is the Strategic Action Plan for AT (SAPAI),
presented by the Ministry of Economic Affairs and Climate Policy with the support
of the ministries of Justice and Security, the Interior and Kingdom Relations, Social
Affairs and Employment and Education, Culture and Science.

In this plan the government sets out a pathway for the period ahead and describes
the first practical initiatives to accelerate Al development and raise the Netherlands’
profile in this field. The SAPAI defines a three-track policy. Track 1 relates to utili-
zation of the societal and economic opportunities offered by Al, track 2 to creation
of a conducive ecosystem and track 3 to safeguards. Inclusion of the third track
reflects how the debate has shifted, with attention focusing not only on the eco-
nomic opportunities afforded by Al but also increasingly on the impact of its appli-
cations. The SAPAI was presented together with documents devoted to ‘Al, civic
values and human rights’”” and ‘Safeguards against risks associated with govern-
ment data analyses’.”

The private investment, the formation of Al labs and the launch of national Al
strategies are indicative of the increased interest in Al outside the scientific com-
munity. Much of that focuses on the potential of Al. There is growing awareness
that it has now reached a certain level of maturity and so the time has come for the
appropriate actors to realize its potential. Al is on the agenda, particularly the eco-
nomic agenda. Stories about new applications and the doors they can open appear
regularly in the media. As a result, the general public has become aware of the
technology. Many may not understand quite what Al is, but they know of its
existence.

3.3.4 Interest in the Practical Effects of AI

As Al has become the focus of increased attention, questions about its impact have
arisen. The technology’s introduction to the real world has led people to consider its
implications for everyday life. In some recent books the emphasis has shifted from
the revolutionary nature of Al to the possible consequences of its use in real life.
Various authors have highlighted potential problems associated with its transition
from the lab to the mainstream. Moral, societal, political, legal and economic issues
have all been raised. AI's effect on society and its core values has become a matter
of public debate.

In her book Weapons of Math Destruction (2017), Cathy O’Neil warns of the
harmful effects that the careless and short-sighted use of algorithms can have on
people’s lives.” Meredith Broussard has a similar message, coining the term ‘tech-
nochauvinism’ to describe how mankind can be insidiously degraded by the idea

71 Kamerstukken II 2019/20, 26 643, no. 642.
78 Kamerstukken 11 2019/20, 26 643, no. 641.
(O’ Neil, 2016.
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that technology is capable of meeting every human need.*® Shoshana Zuboff has
also expressed concerns, but about the actors controlling the technology rather than
the technology itself. She warns of ‘surveillance capitalism’, an economic philoso-
phy based on excessive data gathering and use of predictive algorithms, allowing
big tech companies to exercise unprecedented influence over our behaviour. In The
Algorithmic Society (2020), various authors highlight the association between data,
algorithms and power and describe how that association can distort the relationship
between citizen and state. In his most recent work even Stuart Russell, author of the
definitive AI handbook, expresses concern about AI’s effect on the real world. A
system that works well in a technical sense may nonetheless have undesirable
effects, Russell writes. He argues that this makes it important to keep Al perma-
nently under control: “What’s worse than a society-destroying AI? A society-
destroying Al that won’t switch off.”8!

Living with AI has become an important theme. In 2016 the World Economic
Forum was devoted to designing a world of smart technologies such as Al In the
same year G7 IT ministers agreed with the OECD that international talks should be
held regarding the development of Al and its economic and societal implications.
The OECD has since been increasingly active in this field, organizing conferences
and encouraging international policy discussions. In 2019 the organization pre-
sented its principles for Al, identifying the technology’s effect on people and soci-
ety as an important theme and setting out a framework for responsible further
development. All OECD member states, the G20 and ten other countries have
endorsed the principles, which have thus become the first intergovernmental guide-
lines on Al

3.3.5 Social Organizations Become Involved

Attention is shifting from AI’s economic impact to its societal impact. At the inter-
national level, UNESCO has also started taking an interest. In 2018 an entire edition
of the organization’s magazine, The UNESCO Courier, was devoted to the opportu-
nities and threats society associates with Al In her contribution, Director-General
Audrey Azoulay stressed the importance of an ethical debate on Al Unsurprisingly,
she saw a role here for UNESCO: “It is our responsibility ... to enter this new era
with our eyes wide open.”®? Her organization is seeking to discharge that responsi-
bility by working on a global ethical standard for Al, to serve as a basis for the
development of national policy.®® The European Commission has meanwhile estab-
lished the High-Level Expert Group on AI (Al HLEG), a body charged with

80 Broussard, 2019.

81 Sample, 24 October 2019.

82Sopova, 2018.

$The draft of this document was presented in 2020 (Ad Hoc Expert Group, 7 September 2020).
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providing European governments with an ethical framework for the technology.
Following the publication of the European strategy for the development of Al,
responsible development in which the effects of Al are taken into account is now
also on the agenda. The Al HLEG’s guidelines and recommendations for ‘trustwor-
thy AT’ are intended to promote awareness among policymakers of the ethical and
societal aspects of Al and to provide a framework for managing them.®

Concepts like ‘human-centric’ Al and ethical, humane and responsible Al are
being mentioned with increasing frequency, indicating growing interest in the rela-
tionship between Al applications and human society and values. That trend is also
reflected in the proliferation of publications about Al and ethics.® Research insti-
tutes devoted specifically to the societal implications of Al have been established
too. Even in Silicon Valley, the crucible of AI’s technological development, the
Stanford Institute for Human-Centered Al has been set up specifically to investigate
the technology’s human and societal impact.

The AI Now Institute, also in the US, is perhaps the most prominent example of
a research centre concerned with the societal effects of Al Its annual reports serve
as important catalysts of worldwide debate. Since the first appeared in 2016, Al
Now’s messaging has become increasingly clear: having initially called for research
into the effects of Al, the institute has moved on to arguing that certain applications
should be prohibited, sometimes at least provisionally, and to setting out specific
requirements for the responsible use of the technology.

The changing tone of these recommendations illustrates how the public debate
on Al has developed in recent years: from promoting awareness of its effects to a
substantive discourse about how certain values can be impacted and protected. This
trend is apparent in the Netherlands too. The Rathenau Institute — the Netherlands
Organization for Technology Assessment — began by advancing the cause of public
debate regarding the impact of digital technologies such as Al, but more recently
has become an active contributor to the discussion on how that impact should be
managed. As experience and research have made the practical effects of new tech-
nologies clearer, so firmer ideas have emerged as to how undesirable effects should
be countered. The debate many commentators were advocating a few years ago is
actually happening today and become increasingly substantive.

3.3.6 Sectoral Interestin Al

Growing recognition of AI’s practical potential has attracted attention from research
centres and consultancies concerned primarily with non-technological fields.
Having previously thought of Al as part of the general issue of digitalization, orga-
nizations active in such domains as education, healthcare, security, infrastructure

% High-Level Expert Group on Artificial Intelligence, 2019a, c.
8 Zhang et al., 2021: 130.
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and the law have in recent years turned their attention to the specific question of AI's
implications for their disciplines.

Since 2018, various sectoral bodies in the Netherlands have published studies
and advisory reports addressing the significance of Al for their particular domains.
The Advisory Council on International Affairs (Adviesraad Internationale
Vraagstukken, AIV) and the Advisory Committee Public International Law
(Commissie van Advies inzake Volkenrechtelijke Vraagstukken, CAVV) have
reported on the military applications of AL while the Netherlands Environmental
Assessment Agency (Planbureau voor de Leefomgeving, PBL) has considered what
smart algorithms could mean for mobility,?” the Netherlands Centre for Ethics and
Health (Centrum voor Ethiek en Gezondheid, CEG)® and the Council for Public
Health and Society (Raad voor Volksgezondheid en Samenleving, RVS)¥ have
explored the implications of Al in the healthcare sector and Dialogic was commis-
sioned by the Ministry of Education, Culture and Science to investigate AI’s impact
on education.”

These explorations and recommendations add texture to the Al-debate: the dif-
ferent contexts in which Al can be applied, demonstrate the breadth and diversity of
its prospective impact. Meanwhile, more experience is being gathered with the
deployment of AI and this reveals the difficulties and risks in the step towards its
practical application. Examples of discrimination by algorithms, accidents with
self-driving cars and the disappearance of the human dimension through excessive
‘algorithmization’ give food for thought for the ways in which we want to integrate
Al into society.

3.3.7 The Dark Side of AI

Paralleling the growing sector-specific interest in Al, more attention has been paid
to the dark side of the technology. Examples of algorithmic discrimination, acci-
dents involving self-driving cars and dehumanization associated with excessive reli-
ance on technology have prompted people to reflect on how they want Al integrated
into society. In Europe, the EU’s Agency for Fundamental Rights (FRA) is investi-
gating potential implications in its field. The role of Al in the development of auton-
omous weapons, the use of facial recognition by local authorities and police forces
and the status of ‘big tech” have all become topics of public concern. The potentially
harmful side of Al is starting to dominate debate.

8 AIV and CAVYV, 2015.
$7PBL, 2017.

8 CEG, 2018.

$RVS, 2019.
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Moreover, the risks posed by Al and its dual-use potential, combined with the
speed at which the technology is currently evolving, are adding a degree of urgency
to the debate: if its increasing use is not to have undesirable consequences, not only
do we need a clear picture of the risks but we also have to respond accordingly.
Various US states and cities have now prohibited the use of facial recognition by the
police and in public places.”’ The European Commission’s draft Artificial
Intelligence Act seeks to do the same, except in special circumstances such as where
compelling security considerations exist. Both the US and Europe have for some
time been looking at possible ways to curb the burgeoning power of big tech corpo-
rations through competition law.

Campaign groups and lobby organizations are taking up Al-related causes as
well. They include, firstly, groups dedicated to addressing problems of a particular
kind — privacy or digitalization issues, for example — that have developed an interest
in potential abuses associated with the use of Al. In Europe, EDRi (European Digital
Rights) and other groups dedicated to protecting rights and freedoms in the digital
environment are now concerning themselves with Al. Secondly, we are now seeing
groups dedicated specifically to Al-related issues. They include AlgorithmWatch in
Germany, which systematically surveys and critically evaluates the international use
of algorithmic systems. Another development is that some major human-rights
organizations, such as Amnesty International, Hivos, Human Rights Watch and
UNICEEF, have also started to take an interest.> In short, there is a growing move-
ment within civil society concerned with the negative effects of Al

3.3.8 On the Policy Agenda

Within government too, Al-related issues are commanding greater attention. In part
as one aspect of the wider debate about digitalization and privacy, as recognized by
the research institutes and advisory councils. In the early 2010s discussion of digi-
talization was dominated by questions relating to big data and privacy. At that time
the EU was working on the General Data Protection Regulation (GDPR) with a
view to providing a legal framework to enhance the protection of personal data,
particularly in the digital domain.

The focus on privacy gave rise to interest in transparency as well, another prin-
ciple prominent in the GDPR, and both figured in the political debate regarding Al
from the outset. Alongside the more general debate regarding digitalization, the
discourse around big data is gradually transforming into a discussion about how that
is processed using ever more intelligent algorithms. In its advisory report Big Data

n the states of California, Oregon and New Hampshire, the use of biometric surveillance tech-
nology by the police is against the law, while all use of facial recognition in public places is pro-
hibited in the cities of Portland, San Francisco and Oakland.

2Since 2016 Amnesty has had a separate department, Amnesty Tech, dedicated to digital technol-
ogy matters including Al
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in a Free and Secure Society, the WRR has already highlighted the crucial role that
algorithms play in big-data processes.”

Since 2018, however, the public debate regarding Al has broadened discernibly.
At the European level that was the year in which the AI HLEG was set up. It went
on to publish a set of Ethical Guidelines for Trustworthy Al (2019), which intro-
duced such concepts as unfair bias, accountability and welfare to the discussion. Its
effect has been to raise the profile of issues of discrimination and human control.
The latter became an important principle in the European White Paper on Al (2020)
and the subsequent draft Artificial Intelligence Act (2021), which is considered in
more detail in Chap. 7.

To begin with, however, it is the immediate challenges associated with Al appli-
cations that command most attention. In response, efforts are being made to find
practical means to address those challenges. One idea that is regularly floated is the
establishment of an ‘Al authority’ or ‘algorithm watchdog’ to supervise the use of
artificial intelligence. Other efforts to manage its direct effects include the develop-
ment of standards for AI applications by organizations such as CEN-CENELEC at
the European level and the ISO at the global level, as well as the ongoing legislative
initiatives.

Meanwhile, a second broadening of the public debate is now discernible. There
is interest not only in AI’s implications for public values in particular contexts, but
also increasingly in its impact on society as a whole. The work of the Council of
Europe’s Ad Hoc Committee on Artificial Intelligence (CAHAI) illustrates this
trend; it takes a broad interest in AI’s relationship with human rights, democracy
and the rule of law. The number of governments commissioning research into its
societal impact and convening advisory committees to provide wide-ranging policy-
support information is further evidence of a growing recognition that Al has poten-
tial implications for all aspects of society and therefore requires structural attention.

3.3.9 Ethics

As awareness of the effects of Al has grown, ethics have become an important fea-
ture of the debate in recent years. Governments and private-sector actors have devel-
oped ethical codes and guidelines on the responsible use of Al, and university
technology programmes have been adding ethics modules to their curriculums.® In
both technical and social studies, increasing interest in the wider relationship

“WRR, 2016.

%Ethics is now one of the research domains within Delft University of Technology’s AI pro-
gramme, while Eindhoven University of Technology has made Ethics a compulsory module. The
University of Amsterdam includes a module entitled Fairness, Accountability, Confidentiality &
Transparency in its programme.
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between Al and society has become evident.”> Alongside their technology-based Al
professorships, several Dutch universities have recently created chairs covering its
societal and community aspects.

More systemic study of the implications of Al is coinciding with the emergence
of a degree of ‘ethics fatigue’. Although in practice many things covered by that
term have little to do with ethics, there is growing dissatisfaction with the plethora
of codes and guidelines that Al is expected to comply with. These often fail to
reflect the complexity of the field in practice and provide an inadequate framework
to prevent abuses and undesirable developments. It seems that more structural safe-
guards are required to ensure that Al is aligned with our common values, and that is
shifting attention beyond its actual applications to the broader dynamics of its inte-
gration into society.

3.3.10 Interest in the Societal Integration of Al

We are currently at a stage where there is widespread interest in Al as a multi-
functional technology with great economic potential. It has also become clear that
its use will have a transformative effect on established practices and could lead to
undesirable situations. Until recently most attention focused on the short term and
much of it on specific values. However, the scope of the debate has now broadened
to encompass Al’s effects in a variety of domains and its impact on a wider range of
values. Whereas the debate initially related mainly to matters of privacy, transpar-
ency and human control, there is now also interest in how Al affects other values,
such as sustainability (see Box 3.2).

The Dutch government’s request to the WRR for advice on Al, which led to this
report, was signed by nine different ministers, indicating how its impact is relevant
to all areas of policy and has the potential to affect all their core values. Interest in
the effect of Al in particular contexts has effectively coalesced into an interest in its
impact on society as a whole.

Since Al first appeared on the public agenda as a revolutionary technology, its
effects and especially its risks have gradually become more important topics of
debate. Now that it is being put to practical use in more and more spheres, and is set
to find even wider applications in the future, interest in its impact is becoming more
structural: as we develop Al, how can we safeguard the things that we value as a
society, our civic values? To answer this question, we must look beyond AI’s imme-
diate effects and consider the longer term. Safeguarding civic values depends not
only on the robustness of our technical systems, but also on the structure of soci-
ety itself.

%The AI programmes at Utrecht University and VU Amsterdam include modules entitled, respec-
tively, Philosophy of Al and AI & Society. The Faculty of Social Sciences at Maastricht University
now offers a Bachelor’s degree programme entitled Digital Society, which explores the societal
impact of digital technologies like Al
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Box 3.2: Al and Sustainability

As Al enters everyday life, there is increasing interest in its impact on society.
Issues concerning privacy, equal treatment, autonomy and security have
become the focus of growing debate. Another pertinent subject — with a soci-
etal and political profile that has so far been quite low, but now attracting more
and more attention from researchers — is the effect on sustainability.

There is an optimistic school of thought that Al can make a substantial
contribution to enhancing sustainability. The UN’s annual Al for Good con-
ference is devoted to topics like ecological objectives in relation to
Al Furthermore, we are now seeing numerous initiatives through which Al is
indeed adding substantively to sustainability. The best known are projects to
make more efficient use of energy and improve wind and solar energy fore-
casting. But Al is also being used for smart farming. Amsterdam-based start-
up Connecterra uses Google algorithms in livestock husbandry, for example.*®
There have also been interesting initiatives in nature conservation. One is
eBird’s use of machine learning algorithms in ornithology and utilization of
the output data for bird protection. Another example is the use of Al by Global
Fishing Watch for population monitoring. Finally, the EU’s Destination Earth
initiative (DestinE), for which the use of Al is also envisaged, should not be
overlooked.”’

On the other hand, there is a growing body of evidence that Al can have
negative impacts on sustainability. The CO, footprint of the global computing
infrastructure is already greater than that of the aviation industry at its zenith.
Running a single natural language processing algorithm is associated with
emissions equivalent to 125 return flights between New York and Beijing.”®
Furthermore, Al is being used to maximize fossil energy production and to
promote non-sustainable consumption.

Peter Dauvergne has claimed that for every example of Al having a posi-
tive impact on sustainability, there are multiple cases of negative impacts. He
attributes that to the wider political economy and the power structures associ-
ated with the technology. As long as the landscape is characterized by a com-
mercial logic focused on exploitation, Al will not have a positive net effect on
sustainability.”” Achieving its potential in this area, he argues, will require
changes to power structures, to the actors using Al and to the purposes for
which the technology is used.

%Dauverge, 2020.
7European Commission, undated (n.d.).
% Crawford, 2021.
% Dauverge, 2020.
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At this point in the development of Al we face the challenge of determining what
is needed to achieve the technology’s structural integration within society. Before
considering the various aspects of that issue, it is important first to consider the role
the lab will continue to play in the process.

Key Points — AI as a Phenomenon in Society

— AT’s transition from lab to society has generated a societal dynamic.

— At first that dynamic was characterized by interest in Al as a revolutionary
technology. Initially, the primary focus was the economic opportunities.

— As more practical experience has been gained, the potential negative con-
sequences of using Al have become clearer. As a result, interest in the
opportunities is increasingly accompanied by consideration of the risks,
and a public and political debate has arisen.

— The AI debate initially focused on specific values such as privacy, non-
discrimination and transparency and on application of the technology in
particular contexts. However, Al’s wide range of potential uses has broad-
ened the debate to cover its impact on society as a whole and all the associ-
ated civic values.

3.4 The Future of the Lab

We have seen how Al has moved out of the lab and become a feature of society in
many different respects, in the form of numerous applications and wide-ranging
public debate. What implications do such developments have for the future of the
lab? We should not expect that now Al has established itself within society, the lab’s
significance or dynamism will decline — that would be a mistake. The transition
from lab to society does not imply that Al is a perfected technology requiring no
further development, or that from now on attention should focus solely on its appli-
cations.!® Rather, the breadth of the lab-to-society transition implies that a wider
range of issues related to AI’s societal integration will warrant attention, as we out-
line in the next chapter.

Despite all the activity in the application sphere, lab development remains vital
for at least two reasons. The first is that, despite all the advances made in recent
years and the innovations they have enabled, Al still has significant limitations. The

1% That was suggested by computer scientist Kai-Fu Lee (Lee, 2018: 143). Of course, he recog-
nizes that Al can develop further, but he believes that the discoveries made in recent years are so
significant that it is unlikely that equally important breakthroughs will emerge in the near future.
For example, he suggests that, since Geoffrey Hinton’s important paper, a decade has passed with-
out any equally revolutionary advances in machine learning. He argues that applications therefore
warrant more attention than fundamental research. That is not the message of this report, however.
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current methods offer no answer to a variety of questions. People are already talking
about the limits to the capabilities of deep learning, for example. While it is impos-
sible to say whether this will lead to a third ‘Al winter’, it is clear that the technol-
ogy still has a long way to go, and that significant progress will require further
fundamental research. The second reason for the lab’s continuing importance relates
to the particular nature of AL It is a form of technology in whose application the lab
must remain involved. Strictly speaking, then, Al has not left the lab but extended
beyond it.

3.4.1 The Need for Fundamental Research

Various experts have made the point that access to more and better data is the key to
overcoming many of the current limitations to machine learning. Furthermore,
interesting developments are taking place in this particular field, like the use of
generative adversarial networks (GANs) in which multiple algorithms are used to
improve one another. One algorithm generates something new, such as an image of
a bird, and in response the other algorithm indicates whether it recognizes it as a
bird or not. If not, the first algorithm continues refining the image until the second
one is ‘convinced’.

Ray Kurzweil believes that such simulation methods can resolve many of the
problems associated with data shortages. For example, rather than self-driving cars
having to learn in real traffic, with all the attendant dangers, they could travel mil-
lions of kilometres in simulated worlds without putting anyone at risk.!! Similarly,
defence robots could be trained within a simulation so that they are more advanced
prior to deployment in the real world. Another promising approach is federated
learning, where data to train a machine learning algorithm is not loaded onto a cen-
tral server but algorithms are refined by adjusting their parameters with those from
other datasets, without combining the actual data. This approach is particularly
suited for use with privacy-sensitive data such as hospital records.

Despite such developments, scientists believe that innovation remains necessary,
partly because machine learning appears to have inherent limitations. For example,
progress is needed in the field of computer vision if it is ultimately to be used for
autonomous vehicles or security applications. Now its algorithms are relatively easy
to fool, as demonstrated by experiments showing that tiny traffic signs too small for
the human eye to see were treated like the real thing by self-driving cars. Current
algorithms look for patterns, so if a minute sign closely matches the pattern sought
then it will be interpreted with confidence as a real one. Its abnormal dimensions are
not noticed by the existing algorithms.

%"From an interview with Ray Kurzweil (Ford, 2018: 230).
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This makes such algorithms vulnerable to adversarial attacks — with potentially
disastrous consequences in the case of a self-driving car. A recent study demon-
strated that changing a single pixel in an image can confuse an Al algorithm. The
military use of Al is another field where vulnerabilities like these can have serious
repercussions; it has been shown, for instance, that an image classifier can be fooled
into identifying a machine gun as a helicopter.!® The same attack strategy could be
deployed for other purposes too. Google uses an algorithm to classify videos for the
protection of intellectual property rights and so on. Researchers at the University of
Washington showed that this could be tricked by inserting random images into a
video for fractions of a second.!®® In an incident in the US, a police officer who was
being filmed started playing music, presumably in the belief that YouTube’s algo-
rithms would prevent the video being shared on intellectual property rights
grounds.'™

3.4.2 Superficial and Inefficient

Numerous other shortcomings with machine learning illustrate that a great deal of
lab work is still required, as Al pioneers have themselves acknowledged. Yoshua
Bengio has argued that deep neural networks can learn superficial statistical regu-
larities from datasets, but not higher abstract concepts. They therefore lack the type
of understanding needed for certain tasks and forms of communication. Geoffrey
Hinton and Demis Hassabis, founder of DeepMind, have both stated that general
artificial intelligence is currently nowhere near being a workable reality.!%

Pioneer Hinton is critical of current methods and has highlighted various short-
comings.'” One is inefficiency. Machine learning is more like human learning than
earlier technologies were. For example, images are recognized by identifying pat-
terns rather than by following fixed rules. In that respect the machine and human
learning processes are alike. Nevertheless, major differences also exist, and humans
are still able to learn far more efficiently. A small child only needs to see a few
apples to acquire the ability to recognize apples in the future. By contrast, machine
learning algorithms need to be shown thousands of images of apples before they are
trained to identify the fruit. Furthermore, while the volume of data available glob-
ally to train algorithms is increasing, the situation varies from domain to domain;
many still have a shortage. Another problem is that, for certain applications, high
error rates during the training phase entail serious dangers.

192Tonin, 2019: 6.

103 Agrawal et al., 2018: 200.
1%4Thomas, 9 February 2021.
105Marcus & Davis, 2019: 62.
1% Dickson 2 March 2020.
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3.4.3 Common Sense

A related problem is AI’s lack of common sense. The earlier example of the tiny
road signs perfectly illustrates this. Current algorithms are designed to be capable of
processing all possible images and therefore cannot distinguish between plausible
and implausible contexts. Although they recognize patterns, they are not good at
ascribing significance to them. CAPTCHAs — completely automated public Turing
tests to tell computers and humans apart — are a good example. They are the tests
you come across on the internet that ask you to prove you are not a robot by, for
example, selecting all the photos in a group that include trees. Passing requires com-
mon sense. Even if a picture includes only a small part of a tree, a human can usu-
ally see what it is by drawing conclusions from the surrounding objects, such
as bushes.

For an algorithm, however, the limited number of data points available as a basis
for recognition is usually problematic. CAPTCHAs therefore reveal the current
limitations of machine learning in situations that call for common sense. Machine
learning algorithms have no access to the collective knowledge acquired elsewhere
by other programs. They therefore have trouble answering questions that humans
can answer without hesitation, like “Who is taller, Prince William or his young son
Prince George?” or “If you stick a pin into a carrot, will you make a hole in the pin
or the carrot?”!%’

Humans answer such questions by drawing on a large pool of implicit knowl-
edge. When we speak, we do not provide all the relevant information because we
assume that the listener will make deductions based on the context. If someone
instructs a taxi driver to take them to the airport as quickly as possible, the driver
knows that they are not expected to drive without regard for the rules of the road or
the safety of other road users. An algorithm, however, lacks that kind of implicit
background knowledge. In other words, the language is underspecified, and no fact
exists in isolation.!® Stuart Russell cites the example of progress in the field of
physics. By analysing data from telescopes, an algorithm can develop new knowl-
edge. However, progress depends on more than merely studying additional data.
The formulation of hypotheses and the selection of factors for inclusion from the
universal data pool rely on prior knowledge of physics, which does not exist in a
form an algorithm can process.'®”

107 Marcus, 2018: 12.
108 Marcus & Davis, 2019: 136—139.
19 Russell, 2019: 83.
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3.4.4 Lack of Transparency

Another shortcoming is that current machine learning algorithms lack transparency,
which often makes it extremely difficult to ascertain how they come to a given con-
clusion. In many cases the decision-making process can be uncovered, but that does
not necessarily imply that it is explainable: knowledge is not the same as under-
standing. A decision to classify something based on a pixel-level detail is unfathom-
able for humans, for example. In many cases this is not a great problem. If the
algorithm’s decision relates to something like a security risk, a mortgage application
or a medical diagnosis, however, opacity has serious implications. In such contexts,
explainability is therefore a requirement.

Some experts believe that the complexity of the algorithms needed for applica-
tions of this kind does not present an insurmountable problem. Hassabis, for exam-
ple, takes the view that we are currently building the systems and that the construction
phase will be followed by a process of reverse engineering aimed at understanding
how they actually work. He therefore believes that, within a decade, most systems
will no longer be black boxes.!!® Yann LeCun suggests that it is as if we are still in
the process of inventing the internal combustion engine but are already worrying
about brakes and seatbelts. Such problems can be addressed at a later stage, he
argues.!!!

Other experts see poor explainability as inherent to the technology, making a dif-
ferent approach necessary. According to Judea Pearl, human knowledge is expanded
not by a blind process but by building and testing models of reality. Current machine
learning approaches are limited because they focus on correlation, not causality.!!?
He draws an analogy with the difference between Babylonian and Greek astronomy.
While the Babylonians were able to make very accurate predictions, better than the
later Greeks, the process they used was unreproducible — a black box — and the
mechanisms underpinning the predictions were not understood. The Greek approach
was based on understanding those mechanisms, and the emphasis on causality
proved central to the subsequent development of science. Pearl thus regards the cur-
rent non-model-based approach to machine learning as inadequate.'!?

3.4.5 Old and New Approaches

With a view to addressing shortcomings of this kind, alternative approaches are now
being developed. Several build on ‘good old-fashioned AI’, the symbolic technol-
ogy with which the discipline began. Such rule-based systems are used, for

"10From an interview with Demis Hassabis (Ford, 2018: 178).

"""From an interview with Yann LeCun (Ford, 2018: 136).

2From an interview with Judea Pearl (Ford, 2018: 363). 211 Pearl, 2019: 18.
3 Pearl, 2019: 18.
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example, where the amount of available data is limited. Siemens has a system built
on that principle to control gas turbine processes in its factories. Without predefined
rules the turbines would have to run for a century to train an algorithm to do the job
effectively by means of machine learning.!™ It is also difficult to apply machine
learning in situations where that would imply using large volumes of privacy-
sensitive data and generating results with an opaque basis. In such cases, top-down
logical systems may offer a solution. Another, related suggestion is to use rule-
based systems in combination with machine learning to predict outcomes and thus
deduce what rules are being followed, so making the results more transparent.
People like Yann LeCun and Nick Bostrom believe that the future lies in adding
structure and modelling to existing machine learning techniques.!!3

In a variation on the hybrid approach, efforts are being made to code common
sense into algorithms. For example, DARPA has a Machine Common Sense pro-
gramme. This is creating models that distinguish between various categories, such
as objects, locations and actors, as happens in human cognition. There are also
related approaches that involve building certain principles into algorithms so that
they do not have to learn everything from scratch; these work like the inductive
biases that influence learning in children. At an early age children learn the basic
physics of objects, how they move through space and, for example, that they cannot
pass through each other. Principles of that kind guide and accelerate the learning
process so that a child does not have to see thousands of examples of something
before it can recognize the item in question. One approach that works that way is the
graph network, in which objects are represented by circles and relationships by
lines. !¢ Geoffrey Hinton is working on ‘thought vectors’ to better capture the mean-
ing of language,'"” while the Allen Institute for AI’s Project Mosaic is endeavouring
to program common sense into computers.

Another set of approaches has close links to neuroscience. Just as neural net-
works were inspired by the workings of the brain, so there are now initiatives to
create neuromorphic chips. If successful, future computers could be fitted with
chips modelled on the workings of neurons. The European Union’s Human Brain
Project is aimed at building a brain made up of computers,''® as is the BRAIN
Initiative in the US.'"°

Besides the two familiar approaches of symbolic Al and artificial neural net-
works, Margaret Boden distinguishes another three. They are evolutionary pro-
gramming, cellular automata and dynamical systems.'? In his quest to find the
ultimate algorithm, Pedro Domingos has identified three new techniques that can

4Wilson et al., 14 January 2019.
5Ford, 2018: 78, 108, 126.
6Waldrop, 2019.

Marcus & Davis, 2019: 128.
8Marsh, 10 January 2019.
"9Domingos, 2017: 118.
120Boden, 2018: 5-6.
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contribute to the search alongside the symbolic and neural approaches. Genetic pro-
gramming is an approach used in the design of electronics and the optimization of
factories.'?! There are also Bayesian methods, such as naive Bayes classifiers and
hidden Markov models, which are used for spam filters, speech recognition sys-
tems, cleaning up data series and so on.!?? Finally, there are analogy-based systems
like the nearest-neighbour algorithm used by support vector machines. The analogy-
based approach has been used for modelling the solar system and atoms, and to
produce music in the style of particular composers. '

Although machine learning has taken off in recent years and has rapidly been
adopted in a wide variety of domains, it has its limitations and alternatives are being
investigated. Each of these has its own strengths and weaknesses, meaning that the
most suitable approach differs from one application to another. It may be that in the
future the emphasis will be placed on selecting the right approach for each applica-
tion, with no particular one regarded as universally preferable. Many experts see
hybrid approaches as the future, arguing that human intelligence works in a similar
way. For example, the unconscious recognition of familiar patterns is attributable to
neural networks whereas unfamiliar situations are addressed using conscious rea-
soning, which is more akin to symbolic Al. From all this we can safely conclude
that Al is far from perfected and so fundamental research is going to remain very
important.

3.4.6 The Lab Belongs with AI

As indicated earlier, the second reason why the lab will continue to play an impor-
tant role relates to the nature of Al itself and of digital technology more generally.
Whereas the traditional pattern is for something to be invented in a lab, then devel-
oped at a factory into a finished product for sale to the customer, digital products are
characterized by a different dynamic. It is normal for their developers to remain
involved in their application. Consider, for example, the difference between tradi-
tional television and a streaming service like Netflix. In the former a broadcaster
airs a programme and then receives feedback from viewers that can be used to cre-
ate new, improved output. With a streaming service the user remains connected to
the provider’s platform, and it learns from their behaviour in real time, enabling
immediate adaptation. A digital product can therefore be regarded not as a finished
product but as a semi-finished one. Streaming platforms, smart thermostats, health-
care apps and all other digital products are continuously adapted and improved in use.

This is reflected in the structure of the technology industry. A ‘lean start-up” will
quickly develop a ‘minimal viable product’ (MVP). In many cases this does not

2 Domingos, 2017: 133.
12Domingos, 2017: 151-155.
12Domingos, 2017: 199.



78 3 Alls Leaving the Lab and Entering Society

work very well and is marred by numerous ‘bugs’, but is at least useable. Once in
use it can learn and improve. Because of this ‘the lab’ in a sense remain present
within the product and continues to play a major role in its further refinement. This
is why collaborative initiatives like the Al labs referred to earlier, where scientists
(“the lab’) are in contact with businesses and/or government agencies, are common
in the industry. We could even go so far as to say that with AI’s transition from lab
to society, the lab itself has entered mainstream society. Another way of looking at
it is that society has been absorbed by the lab to become a ‘living lab’. Facebook,
for example, develops new services by continually running experiments involving
the platform’s users. It should be acknowledged, however, that this practice has
sometimes proven highly controversial, as with Facebook’s experiments aimed at
influencing users’ emotions.'**

The particular dynamics of digital product development gives rise to a range of
issues, which we consider in later chapters. One is the ‘technical debt’ problem,
whereby it can be difficult to rectify a shortcoming in an MVP.!* Furthermore, the
development process is liable to entail a variety of risks. Because rollouts are not
initially developed to end-product status, users may be exposed to something with
undesirable or even harmful effects. By the time those are detected, the damage has
already been done.

The semi-finished nature of Al products also presents challenges for regulators.
For example, vehicles are normally tested by the responsible authorities before they
can be used on public roads. This approach is workable in a world where the vehi-
cles are end products, but not when they are semi-finished and liable to change once
in use — as with a Tesla that receives a software update. The possibility of a continu-
ous testing regime is therefore being investigated. In the healthcare sector too, the
functionality and safety of devices has traditionally been tested prior to licensing on
the assumption that their basic functions will not subsequently change. An Al prod-
uct is constantly evolving, however, and changes can be implemented remotely.
Such ‘lab dynamics’ therefore require a more dynamic approach to testing. We
return to this topic in Part 2. For now, it is important to recognize how the lab
remains involved with and indistinguishable from an Al product after its practical
rollout.

The lab is thus slated to continue to play a major role in the future of Al. The
limitations of the current approaches are such that further fundamental research is
required, while the very nature of Al implies that the lab will always be associated
with the technology’s practical application. In the interests of further technical
advances and AI’s successful integration within society, it is therefore important to
keep sight of the lab’s role, to involve it in practical implementation and to ensure
that it has adequate resources and talent.

124See, for example, NOS, 29 June 2016, and Rutkin, 25 June 2014.
12Marcus & Davis, 2019: 188.
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Key Points — The Future of the Lab

— Although Al is now making the transition to society, the lab remains as
relevant as ever. There are two main reasons for this.

— First, current AI methodologies have a variety of shortcomings. They are
superficial, inefficient, lacking common sense and opaque. Fundamental
research therefore remains very important to address drawbacks of
this kind.

— Second, as with digital technology in general, lab research continues even
after an Al product enters practical use. So in fact the lab itself enters soci-
ety together with the product.
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Chapter 4
Al as a System Technology

Now we know what Al is and have seen how the technology has made the transition
from the lab to society in recent years, we turn our attention to the process of embed-
ding Al into society. What is required to incorporate Al into our society? To answer
that question, this chapter presents a framework within which Al can be viewed as
a particular type of technology, namely a system technology, with a number of his-
torical precedents. By viewing Al in this way, we can draw various conclusions
from the history of other system technologies. That in turn provides a basis for
reflecting on what we need to do with Al and how we can address the many issues
associated with it. It is not our intention to imply that history always repeats itself or
that technological development has deterministic characteristics. We do not set out
arigid framework but identify general patterns that shed light on the present, while
recognizing that the past and the present differ. By adopting this approach, we seek
to look beyond the current situation and thus beyond the whims of the day.

Various prominent commentators have drawn parallels between Al and other
technologies. According to researcher Andrew Ng, the impact of Al is “comparable
to that of electricity a century ago.”! Google’s CEO Sundar Pichai and his predeces-
sor Eric Schmidt have also compared Al with electricity. Indeed, Pichai went so far
as to liken Al to fire.?

In the policy world too, similar comparisons are often made. In a paper on the
strategic implications of Al, Michael Horowitz wrote that it is not an isolated tech-
nology but similar to general-purpose technologies such as electricity and the inter-
nal combustion engine.> The breadth of AI’s potential applications has also been
highlighted by the European Commission’s European Political Strategy Centre: “It

"Lynch, 4 May 2021.
2Goode, 19 January 2018; Morozov, 2013: 1.
3Horowitz et al., 2018.
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is hard to think of any sector of society that will not be transformed by Al in the
years ahead.”* The EU accordingly regards Al as a ‘key enabling technology’ (KET).

In short, many authors and organizations have hinted at similarities with earlier
technologies. But few have gone on to make a detailed comparative analysis. We
therefore seek to do that in this chapter. To that end we consider the implications of
placing Al in the same bracket as technologies such as electricity. We discuss the
literature on various types of technology, focusing particularly on the concept of
general-purpose technologies, and we introduce the term ‘system technology’. By
tracing the historical development of system technologies, we identify a number of
general patterns in the way they are embedded in society. From there we define five
overarching tasks associated with the process of societal integration. In Part 2 of this
report, we consider how each of the five overarching tasks applies to the embedding
of Al within society.

4.1 Classification of Technologies

Academics have long been interested in how different types of technology exert a
general influence over the economy and society. An early example is the Kondratiev
wave theory, in particular as elaborated by Joseph Schumpeter. He observed that
periods of high economic growth alternate with periods of lower growth, a pattern
he attributed to the effect of new technologies; sets of new technologies periodically
boosted growth, after which the effect gradually waned over time. According to
Schumpeter, such dynamism was inherent to a capitalist market economy: “it is
essential to understand that capitalism is an evolutionary process ... ‘industrial
mutation’ ... is constantly bringing about revolutionary change to the structure of
the economy from the inside, constantly destroying the old structure and creating a
new one.” Such reasoning forms the basis of the familiar concept of creative
destruction.

In his acceptance speech when presented with the Nobel Prize for Economics in
1971, Simon Kuznets introduced the idea of ‘epochal innovations’ driving periods
of great economic development. Innovation scientists Carlota Perez and Chris
Freeman have written about a similar phenomenon, which they refer to as ‘new
technology systems’ and ‘technological revolutions’.® A new technology system is
a powerful and conspicuous cluster of new and dynamic technologies, products and
industries that lead to major change throughout the economy and ultimately to eco-
nomic growth. Perez has identified five such clusters since the Industrial Revolution,
including the eras of steam power and railways, of steel and electricity, of oil, cars
and mass production and of information and telecommunications. She argues that

“European Political Strategy Centre, 2018.
3Quotation from Joseph Schumpeter in Juma, 2016: 17.
®Freeman & Lougd, 2001: 144.
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each of these brought its own ‘techno-economic paradigm’: a way of thinking and
acting, leading to the relevant technologies becoming integral to the fabric of soci-
ety.” Alessandro Nuvolari has made a significant addition to Perez’s theories by
emphasizing that the observed effects are attributable not so much to individual
technologies as to blocks of radical innovations that together bring about revolu-
tion.® Some researchers accordingly take the view that innovation consists not of the
development of major new things but of the combination of things that already exist.’

4.1.1 General-Purpose Technologies

Al can be classified based on its general, transformative impact on society. It is use-
ful to view the technology in relation to the concept of the general-purpose technol-
ogy (GPT). GPTs are technologies whose potential applications are not specific,
like those of a lawnmower, toaster or microscope, but generic insofar as they lend
themselves to countless, highly diverse purposes. GPTs can therefore have a major
influence on the economy and society. Timothy F. Bresnahan and Manuel Trajtenberg
introduced the concept in an article published in 1992,'° which cited three criteria
for the classification of a technology as a GPT. First, a GPT is highly pervasive,
being utilized in numerous sectors, production processes and products. Second,
there is great scope for its technical improvement, meaning that the cost of the tech-
nology keeps falling and its efficiency increasing. Third, a GPT spawns numerous
‘innovational complementarities’, leading to generalized economic productivity
improvements.

A large body of literature on the concept of the GPT is now available. However,
that has not led to the adoption of a uniform definition'' or consistent use of the
term. Some authors recognize only a small number of historical GPTs, while others
argue that there have been many throughout human history, going back as far as the
domestication of livestock and the forging of bronze. One author suggests that the
literature identifies twenty-eight technologies as GPTs.!?

Another topic of debate amongst academics is the existence of technologies that
have great societal impact but are not particularly generic. Examples include the
printing press and the steamship: technologies whose applications are limited but

"Perez, 2003: 8-11. Belgian economist Luc Soete is also active in this field.
$Nuvolari, 2019.

“Brynjolfsson & McAfee, 2014: 78.

"Bresnahan & Trajtenberg, 1995.

"For example, Gavin Wright (2000) defines GPTs as “deep new ideas or technologies that have
the potential to significantly influence numerous sectors of the economy”.

12See the Working Paper Artificial intelligence as a general-purpose technology — Strategic inter-
ests in responsible use in a historical perspective (Bakker & Korsten, 2021) produced by
Freedomlab for the WRR.
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have radically changed society. The technologies most widely recognized and cited
as GPTs are the steam engine, electricity, the internal combustion engine and IT.!?

Notwithstanding the qualifications made above, a number of interesting studies
in recent years have related Al explicitly to the concept of the GPT. Following a
conference organized by the US National Bureau of Economic Research (NBER) in
2017, for instance, a collection of papers entitled The Economics of Artificial
Intelligence was published in 2019. The first part, entitled ‘Al as a GPT’, includes
contributions by renowned technology researchers and economists and contains
various interesting analyses that we draw on in this report, although — in keeping
with the nature of the original conference, but in contrast to our own focus — they
are concerned primarily with the macroeconomic effects of Al

Also of interest in this context is the thesis by Jade Leung of Oxford University,
entitled Who will govern artificial intelligence? Learning from the history of strate-
gic politics in emerging technologies. In this she places Al alongside aerospace
technology, biotechnology and cryptography as an example of what she calls ‘stra-
tegic GPTs’, and in that context emphasizes the relationship between governments
and new technologies, particularly in the defence sector. Leung identifies three key
actors here, the government, business and the research community, and demon-
strates that each has different aims, instruments and limitations, which may con-
verge in certain phases but are at odds in others.

Various researchers have recently sought to place Al in a broad historical per-
spective without making explicit use of the term ‘GPT’. In a polemic on Andrew
MacAfee and Erik Brynjolfsson’s famous book The Second Machine Age, Carlota
Perez wrote a nine-part series of articles entitled Second Machine Age or Fifth
Technological Revolution? In these she explores how today’s digital technologies —
including AI — compare with previous technologies.'*

All of these studies, and particularly the perspective developed in them, are rel-
evant to the theoretical framework we use to view Al in this report. We additionally
draw on a number of more empirical studies of the effects of specific technologies.
Sarah A. Seo has written about the best-known application of the internal combus-
tion engine, namely the motor car. She also demonstrates how this symbol of free-
dom has simultaneously led to an enormous increase in the power that the
state — particularly the police — have over citizens’ private lives."> In a general sur-
vey of a series of technologies ranging from tractors and margarine to electricity and
GMOs, Calestous Juma investigates the dynamics of social resistance to new tech-
nologies.'¢ This report thus draws not only on research into GPTs but also analogies

3For a critical analysis of the various uses of the term ‘GPT’, see Field, 2008.
4Perez, 2017-2020.

15Seo, 2019.

16 Juma, 2016.
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with recent technologies such as genetically modified organisms (GMOs) and nano-
technology, which have interesting parallels with AL"

4.1.2 Al as a GPT

The question we need to ask at this point is whether Al can actually be regarded as
a GPT. But the answer seems quite clear: although its global impact is currently in
its early stages, it already appears that Al is indeed a GPT. If we consider Bresnahan
and Trajtenberg’s three criteria for classification as a GPT, a strong case can be
made for saying that all apply to AL

The first of these criteria is pervasiveness. Although AI’s perfusion of the econ-
omy and wider society has gathered pace only in recent years, the technology is
already used in a variety of sectors and products. Earlier in this part of the report
(2.2), we presented a range of examples illustrating how Al is being used in manu-
facturing, agriculture, the public sector, entertainment, financial services and medi-
cal practice. Given that versatility, it is already apparent that Al is well on the way
to pervading society and the economy.

The second criterion is inherent potential for technical improvement, leading to
lower cost and increased efficiency. Again, it is evident that Al passes this test. In
Chap. 1 we highlighted how Moore’s Law states that computing power doubles
every 2 years, opening the way for the further improvement of Al technologies. We
also saw how scientific research has fuelled the development of new and improved
technologies. As a result, the application of Al has passed numerous milestones in
recent years. Furthermore, as highlighted in our discussion of the future of the lab,
promising new technologies are being developed, which are expected to further
boost the performance and efficiency of Al

Finally, classification as a GPT depends on the presence of complementary inno-
vations that lift general productivity. Numerous signs of a positive influence on
general productivity can already be discerned, but Al is simply too young for us to
demonstrate conclusively the existence of complementary innovations. Nevertheless,
various authoritative research bodies and consultancies, including Accenture, PwC,
McKinsey and Deloitte, have forecast major productivity increases over the decade
ahead. We set out the three defining characteristics of system technologies in
Fig. 4.1."8

Tn its report Health significance of nanotechnologies, the Health Council of the Netherlands
describes nanotechnology from the perspective of an enabling technology, an approach that has
interesting intersections with our discussion of GPTs.

'8For a detailed analysis of Al as a GPT, see Bakker & Korsten, 2021.
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Fig. 4.1 The three
defining characteristics of
system technologies

System technology
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4.1.3 Al as a System Technology

We can conclude, then, that Al satisfies the three criteria for classification as a
general-purpose technology. The GPT concept and the wealth of literature consider-
ing Al as such a technology provide useful starting points to understand what kind
of technology we are dealing with. Nevertheless, we have chosen not to apply the
term ‘GPT’ here. Rather, we have elected to define Al as a ‘system technology’.
That choice reflects significant focal differences between our analysis and the litera-
ture on GPTs.

Firstly, the GPT literature from the earliest Kondratiev wave sources to the recent
NBER study has a strong focus on the macroeconomic effects of the technologies in
question. Many researchers seek to quantify the effects of the technologies they
study. That gives rise to debate as to whether and how a GPT can be shown to sup-
port a prolonged increase in economic growth. Given the huge number of variables
to be accounted for, a model capable of demonstrating such an effect has to be
extremely complex. By contrast, we have chosen to concentrate not on the quantita-
tive effects of system technologies but primarily on the qualitative changes they
bring about.

Secondly, the literature on GPTs pays particular attention to historical classifica-
tions. As indicated earlier, there is considerable debate as to how many historical
technologies may be considered GPTs. One researcher recognizes dozens, Perez
distinguishes five clusters, authors such as Chandler refer to three Industrial
Revolutions,'” Schwab identifies four and Brynjolfsson and McAfee speak of two
‘machine ages’. Furthermore, many authors make use of highly schematic timelines
with precise start and end dates for individual technologies. This report differs from
those approaches in that we refrain from introducing such demarcations. Because
we are concerned mainly with qualitative impact rather than quantitative effects, we
do not need to commit ourselves to a strict classification system or definite start and
end dates for technologies. What we are seeking to do is highlight general patterns.
To that end we concern ourselves primarily with a small number of previous system
technologies — the steam engine, electricity, the internal combustion engine and the

Freeman & Louga, 2001: 145.
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computer — and draw pragmatically on historical sources to identify relevant
parallels.

Another reason for not adopting the term ‘GPT’ is that it emphasizes a technol-
ogy’s versatility. We prefer ‘system technology’ because we wish to emphasize the
systemic nature of certain technologies and to broaden the focus to their systemic
effects on society. In the context of ‘system technology’, therefore, the word ‘sys-
tem’ has two implications. First, it implies that the technology consists of a system
with multiple components. Electricity, for example, works in conjunction with gen-
erators, cables, batteries and so on. Similarly, Al is part of a wider technical system
of data and hardware. The second implication of ‘system technology’ is that the
technology influences a variety of systems and processes within society. Exercising
such influence involves a complex process of adaptation, trial and negotiation. In
other words, our chosen term reflects the process of societal integration and the
associated qualitative effects.

4.1.4 Similarities and Differences Between Al and Earlier
System Technologies

Al is a system technology and therefore comparable with earlier technologies of
that type such as the steam engine, electricity and the internal combustion engine
(Fig. 4.2). Furthermore, we can define Al even more precisely given that particular
characteristics make it more similar to one technology than another in certain
respects. For example, the internal combustion engine and the steam engine are
tangible, whereas Al is like electricity in being intangible to some extent. It does not
exist in isolation but only as part of a product or service. In that sense, devices such
as toasters, lamps and radios that work by means of electricity are comparable with
thermostats, watches and machines that work by means of Al

Gid
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Fig. 4.2 Al as a new system technology
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Another respect in which Al is more like electricity than the internal combustion
engine is that it is ‘technology-radical’, rather than ‘use-radical’. The descriptor
‘technology-radical’ is applied to technologies driven primarily by technical and
scientific progress; their development is propelled by the curiosity of researchers,
without any clear notion of how or for what purpose the technology will ultimately
be used. By contrast, ‘use-radical” implies a clear understanding of the applications
from the outset, with commercial factors playing a role early on. The development
of use-radical technologies is goal-oriented. That was the case with the internal
combustion engine. Like with electricity, researchers were working on Al long
before people recognized the lucrative applications we are now aware of.

A distinction can also be drawn between system technologies in which govern-
ments play an obvious role from the start and those whose development has no such
involvement. The first group includes technologies developed specifically for
defence purposes and dependent on the defence sector for their further application
and development. This differentiates them from ‘civilian-first” technologies, whose
development is attributable mainly to their economic potential. Governments have
more control over the development of the first group of technologies than the sec-
ond. Space technology is an example of a technology developed with direct govern-
ment involvement, while biotechnology is an example of one whose development
fits the second model. However, both are examples of what Jade Leung calls strate-
gic GPTs.”°

With Al the US military institute DARPA was a key financier in the early stages.
Nevertheless, early government-funded Al research was of a fundamental nature
and military applications represent only a small portion of its full range of uses. In
that respect Al is more akin to biotechnology than aerospace technology. However,
it differs from biotechnology insofar as the latter’s developers are largely attached
to major (academic) laboratories, whereas innovation in the field of Al is more
decentralized. That has implications for researchers’ ability to define universal
standards.

It is important to consider not only such technical similarities and differences
between Al and other system technologies, but also how Al compares in terms of its
societal and temporal context. Take the role of the government, for example. The
steam engine was developed in a laissez-faire climate in the UK, with the govern-
ment playing only a very limited role. On the other hand, the combustion engine and
the motor car were developed in an era when government economic policy was led
by Keynesian thinking. Although governments now exercise considerable influence
over the economy by means of standardization and legislation, Al emerged at a time
when there was significant resistance to strong guidance of the economy. It is impor-
tant to bear those circumstances in mind when seeking to identify historical patterns
that are instructive in relation to AL

The societal context of Al also differs from that of earlier technologies in terms
of the mobilization of social actors. Increasing prosperity and the progress of

2Leung, 2019.
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democratization have empowered more people to express themselves in the public
arena. Whereas enterprises and governments could once shape society with relative
ease, nowadays civil society, the academic community, individuals and the media
have much more influence than in the past. The mobilization of these actors there-
fore plays a more significant role in relation to Al and its integration into society
than it did in relation to earlier system technologies.

This phenomenon ties in with what Trajtenberg calls the ‘democratization of
expectations’: factory workers during the Industrial Revolution had little power
because most struggled to make ends meet. We return to this point in Sect. 4.5, in
relation to the Luddites. Today far more people participate in public life and workers
have much better representation. Moreover, people are less inclined to bear the cost
of technological change while also having greater expectations in terms of sharing
in the benefits of such change.!

The world today is not only more democratized than in the past but also more
globalized. Consequently, the issues associated with Al have always been more
global. The extensive nature of modern markets and the consequently wide geo-
graphical impact of AI’s applications are relevant in this context, as is the existence
of all manner of international constraints such as trade agreements, human rights
and technical standards. Interestingly enough, the rise of earlier system technolo-
gies has often been an impulse for the formation of new international organizations
for standardization,* and these are now playing a role in relation to AI. Examples
include entities active in the fields of telecommunications and the internet, standard-
ization bodies such as the ISO and international engineering associations such as
the IEEE. Although the development and embedding of earlier technologies had an
international dimension, the significance of that dimension has increased over time
under the influence of globalization.

One final difference between the development context of Al and that of earlier
system technologies is the increased level of organization and communication
amongst scientists. The scientific community was not well integrated at the time of
the steam engine’s development, whereas academic organizations, codes of conduct
and standards now exert significant influence.

4.1.5 The Techno-Economic Paradigm of AI

Finally, Carlota Perez’s notion of the techno-economic paradigm warrants atten-
tion.” She argues that major technological change leads not only to new products
and services but also to new ways of thinking and working and new principles of
organization. For example, the Industrial Revolution led to the rise of factories

2 Trajtenberg, 2018: 178.
22Kaiser & Schot, 2014.
2 Perez, 2003.
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while electricity enabled ‘networked’ production. Similarly, the invention of the
internal combustion engine gave us not only cars but also the conveyor belt. Fordism,
Taylorism and just-in-time production are all derived from organizational princi-
ples. Although it is too early to characterize the techno-economic paradigm of Al in
definitive terms, we can already discern certain outlines that follow earlier forms of
digitalization but also exhibit new features.

We believe that three aspects of the techno-economic paradigm of Al are already
distinguishable. The first relates to changes in the nature of objects and products. As
discussed at the end of the previous chapter, in the digital domain we are dealing not
so much with end products as with semi-finished ones. A digital product is never
finished. Unlike traditional products and services, which ultimately leave the fac-
tory and are sold, digital products are constantly being revised and adapted. By
means of updates, digitally-enabled objects such as computers, cars, cameras and
medical devices are always changing. In the words of Kevin Kelly, everything is in
a continuous ‘state of becoming’.?* Or, as Luciano Floridi puts it, ‘things’ are being
replaced by ‘-ings’, such as interact-ing, process-ing, network-ing, do-ing and
be-ing.”

Related to this is the phenomenon that physical objects that acquire a digital
aspect cease to be discrete entities. In this regard Adam Greenfield highlights poros-
ity as a common characteristic of modern-day technologies. The boundaries between
objects and between user and platform, and even the walls of our homes, have
become porous due to bilateral interconnection and intermingling. Numerous actors
are therefore involved with and present in all those products. The changes to the
nature of physical objects raise a variety of security, privacy and responsibility
questions.

A second feature of the technical paradigm of Al is, paradoxically, that while
objects associated with individuals are becoming more transparent, much of the
technology is becoming invisible. At a meeting in Davos in 2015, Eric Schmidt
predicted that the internet would disappear. He did not mean that it would fall into
decline but was referring to an idea derived from an influential 1991 article by Mark
Weiser entitled The Computer for the twenty-first Century.?® That introduced the
concept of ‘ubiquitous computing’, an omnipresent architecture of digital technol-
ogy. According to Weiser, “The most prominent technologies are those that disap-
pear. They become integral to the fabric of daily life, with the result that we cease to
be aware of them.” Hence, “computers can disappear into the background”.?’

Luciano Floridi has made the same point using a metaphor. He suggests that we
are now living on the ‘piano nobile’, the central upper storey of a Renaissance home
visible from the outside. However, below us are numerous servants — in our case

%#Kelly, 2017: 9-27.
2 Floridi, 2014: 183.
20 Zuboff, 2019: 200.
TWeiser, 1991.
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digital servants — at work in the service rooms.?® An interesting feature of this spatial
metaphor is that it emphasizes the existence of a vertical structure. The building has
multiple superimposed levels, not all of which are visible. Benjamin Bratton sees in
such verticality the core of digital technology.?® He argues that we used to live in a
horizontal world, with people, objects and countries adjacent to each other on the
map. Digitalization has introduced a vertical structure, however, the layers of which
are formed by internet addresses, cloud services and data centres running through
everything largely unnoticed. In the world of technology, the ‘stack’ is a familiar
concept: an entity made up of superimposed layers of hardware, software, network
and applications. The existence of that largely invisible layering raises questions
regarding power relationships and dependencies.*® Jose van Dijck uses another met-
aphor to describe the vertical structure of digital technology. She refers to the tree-
like structure of platformization, focusing attention on the power concentration
associated with, for example, vertical integration.’!

One final aspect of the technical paradigm of Al that warrants attention relates to
Floridi’s concept of technology. He argues that the idea of technology as an instru-
ment is problematic because it suggests that a person uses an instrument, and by
doing so exercises influence over the outside world. That obscures the fact that
much of our technology today acts not act on an external physical world but on
other technologies. Our attention should therefore be directed towards that ‘inter-
technological’ dynamism. Floridi calls technologies that act on other technologies
‘second-order technologies’. One example is a brake, which acts on the wheel of a
car. In that case the process is activated by a person pressing the brake pedal.

However, the world of Al is complicated by the existence of ‘third-order tech-
nologies’: technologies that cause other technologies to act on yet other technolo-
gies, without human intervention. In an autonomous vehicle, for example, the
decision to activate the brake is taken by the vehicle’s control system. Wherever an
Al system can make decisions autonomously, a third-order structure may be formed.
Many road-traffic penalty systems are already characterized by such structures. A
vehicle is photographed infringing a traffic regulation — breaking a speed limit, for
example — triggering the issue of a penalty notice, which is sent to the address of the
vehicle’s registered keeper. The autonomy that technology acquires with the inte-
gration of algorithms and that is ultimately integral to the definition of Al used in
this report gives rise to questions about matters such as human control, responsibil-
ity and legal liability.*

ZFloridi, 2014: 37.

2 Bratton, 2016.

¥The AI Now Institute has also made an extensive study of the invisible layers of Al: from human
algorithm trainers in other countries to the material requirements that lead to all sorts of raw mate-
rial supply chains. See for example Joler & Crawford, 2018.

31'Van Dijck, 2020: 1-19.

2Hage, 2017.
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Key Points — AI as a System Technology

— There is a large body of literature characterizing innovative technologies as
‘epochal innovations’, ‘technological revolutions’ and ‘general-purpose
technologies’. A general-purpose technology (GPT) is distinguished by
pervasiveness, great potential for technical improvement and complemen-
tary innovations. Al has all three characteristics.

— In this report, we refer to Al as a ‘system technology’. Unlike the literature
on GPTs, we do not apply a rigid classification, but instead emphasize
qualitative characteristics and their impact on society.

— As a system technology, Al is comparable with technologies such as the
steam engine, the internal combustion engine and electricity. In some
respects, it resembles electricity more than the others. Over time, the soci-
etal context in which system technologies develop has changed.

— Al is associated with a distinct techno-economic paradigm characterized
by continuous change to products and services, a largely hidden vertical
structure of hardware and software, and the potential for technology to act
autonomously.

4.2 The Societal Integration of System Technologies

Having defined Al as a system technology, we now consider what is required for its
integration into society. By analysing the history of earlier system technologies, we
identify a number of characteristic patterns that can be instructive in relation to
AL In this section we consider the general lessons of the past as a precursor to
examining the five overarching tasks a society faces in relation to a new system
technology.

4.2.1 Co-evolution of Society and Technology

Initially, a process of societal integration or ‘embedding’ involves prolonged co-
evolution of the society and the technology concerned. Such a process requires
practice, experimentation and negotiation, all of which take time. That immediately
places the strongly polarized debate regarding Al in perspective. There are, for
example, techno-optimists who believe that Al can fundamentally enrich society in
the short term with autonomous vehicles, sophisticated medical diagnoses and auto-
mated production systems. By contrast, sceptics argue that Al is overhyped and
highlight the lack of evidence regarding the technology’s impact to date and the
continual revision of predictions about matters such as the speed at which applica-
tions like autonomous vehicles will be realized.
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Both viewpoints contain an element of truth. As the optimists suggest, Al has
many potential applications. However, it would be a mistake to suppose that inte-
grating these into society will be straightforward. Sceptics rightly draw attention to
the problems that AI presents in the foreseeable future, but those problems do not
justify generalized scepticism about the technology. A system technology necessi-
tates a bilateral process of social and technological adaptation and that takes time,
even in the modern era of rapid technological development and globalization.
Although technologies nowadays spread around the world more quickly than in the
past, embedding them, ensuring that they work and that people trust them all depend
on societal processes that are not necessarily faster-moving now than they used to
be. Such processes tend to proceed in fits and starts, and often span decades.

4.2.2 Unpredictable Development and Impact

A related observation is that the introduction of a new system technology is to a
large extent an unpredictable process. New technologies are often used for purposes
other than those for which they were originally intended or initially adopted. Don
Thde accordingly refers to ‘multistability’ and Wiebe Bijker to ‘interpretative
flexibility’.** Cars were originally used for sport and medical purposes in the belief
that the ‘thin air’ breathed when driving at speed was good for the lungs.>* Similarly,
Thomas Edison did not develop the gramophone with entertainment in mind but
envisaged his ‘talking machine’ as a business tool akin to a dictaphone.*

Shoshana Zuboff refers to the inability to predict accurately how a technology
will be used and the consequent underestimation of its effects as ‘horseless carriage
syndrome’.*® Major technological revolutions involve unpredictable novelties, an
understanding of which is inevitably shaped by the familiar. Hence, the car was
initially seen as a horseless carriage. By regarding it as a more efficient version of
something familiar, people underestimated both the car’s ultimate impact on society
and the associated hazards. From a present-day perspective the thinking of the time
may seem naive, but we could well be making the same mistake when we speak of
‘autonomous vehicles’. We may be guilty of viewing a new technology merely as an
enhanced version of something we know, whose true impact we are unable to
foresee.

Another misconception prevailed at the time of the car’s introduction in the early
twentieth century: it was widely assumed that the new vehicles would reduce urban

3Verbeek, 2014: 31.
3Verbeek, 2014: 71.
3 Gordon, 2016: 186.

3 Zuboff, 2019: 12. Zuboff also describes how businesses sometimes deliberately present some-
thing radically new as if it were old, in order to encourage use. One example is Google Glass sur-
veillance technology, designed to look like ordinary spectacles (Zuboff, 2019: 156).
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pollution.’” The reason being that the use of horse-drawn transport generated large
amounts of animal droppings, which caused unpleasant odours and spread disease.
The motor car was consequently seen as a faster and cleaner form of transport. The
removal of horse dung from the urban environment did indeed make cities cleaner
and more pleasant. However, people failed to realize that the car would cause its
own forms of pollution and its own liveability challenges. The history of its intro-
duction thus illustrates that new technologies often have unintended side-effects.
The installation of running water and domestic sewerage was originally intended to
prevent disease, but also relieved women of one of the most laborious domestic
tasks: fetching and disposing of water.® An unintended side-effect of electric light-
ing was a significant fall in deaths in domestic fires, many of which were associated
with oil lamps.*

Moreover, technological changes can also lead to behavioural changes whose
effect is the opposite of what was originally intended. For example, energy-saving
light bulbs were developed to reduce energy consumption but in fact increased it
because people started using them in places that previously had no lighting, such as
gardens.*’ This is what Edward Tenner calls the ‘rebound effect’ of technology.*!
Another example is the introduction of domestic appliances, which made house-
work much less physically arduous but also raised expectations — regarding clean
clothing, for example — and thus increased workloads in the home.*

The unpredictability of system technologies stems in part from the long-term
structural changes they bring about, which are impossible to foresee. Railways had
a major impact on urban planning, for example, because their arrival meant that
people no longer had to live within walking distance of their work. Later the car
helped to shape youth culture in the 1960s and enabled new leisure facilities such as
drive-in cinemas, drive-through restaurants, motels and roadside diners.*

All these uncertainties have implications for AI’s integration into society. It is
therefore important to recognize that many developments cannot be predicted. We
must be very cautious about framing scenarios in definite terms or making linear
extrapolations from the past because such approaches are inherently liable to disre-
gard the unexpected effects of new technology.

37Bakker & Korsten, 2021.
3 Gordon, 2016: 123.

¥ Gordon, 2016: 237.
“OVerbeek, 2014: 22.
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“2Gordon, 2016: 278.

3 Gordon, 2016: 166.
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4.2.3 Impact on Civic Values

That lesson underpins our decision to consider Al’s impact on civic values on the
basis of structural overarching tasks. Our rationale is that a system technology’s
effect in this regard is impossible to predict in definite terms and is often unclear.
That is evidenced by the examples presented above: the effect of the car on urban
liveability, the effect of electricity on female emancipation and the effect of railways
on town planning. The general nature of a system technology makes it impossible to
determine what civic values it will affect — in fact, such technologies have the poten-
tial to influence them all. In that respect Al is like any other system technology. We
can, for example, be confident that it will influence security and health, autonomy
and freedom, civil rights and the rule of law, justice and inclusion. However, it is
impossible to predict what form that influence will take.

Nevertheless, numerous attempts are being made to identify the values, princi-
ples and rights influenced by Al. Such initiatives are an important means of survey-
ing topical issues as a basis for targeted intervention. But if we want to protect our
social values in the long term, it is also necessary to look beyond the present and
AT’s current influence. Our approach, centring on societal integration, is intended to
contribute towards the current discourse by focusing attention on the long-term pro-
cess whereby society and technology influence one another, with potential implica-
tions for all civic values.

4.2.4 Regulation and Success Are Not Mutually Incompatible

One final general observation is in order regarding the societal integration of system
technologies: there is no inherent tension between civic values and their regulatory
protection on the one hand and the economic success of a technology on the other.
As we shall see in the next chapter, the frequently cited incompatibility of regulation
and success is a myth. The history of technological revolutions shows us that the
coexistence of normative parameters and innovation is entirely possible. Of course,
regulations can sometimes inhibit technological development by imposing explicit
prohibitions, as with the use of nuclear technology for military purposes. Often
though, regulation and standardization help make a technology more reliable. That
in turn increases public and corporate willingness to utilize and embrace it.

Again, the history of the motor car is instructive here. Over the years a complex
system of automotive regulations and standards has been developed, involving man-
datory testing and certification, supervisory bodies, safety requirements (seatbelts,
airbags, spare tyres and so on), public and private support services, mandatory
insurance and, of course, traffic regulations and driving tests. Far from hindering car
use, that extensive normative framework has reduced the associated dangers and so
promoted confidence. Without roadworthiness tests, seatbelts, insurance, airbags
and traffic regulations, car travel would entail far greater risk and probably be less
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popular. It should also be noted that the process of automotive regulation and stan-
dardization remains ongoing even now.

Much the same is found in the history of the railways. The first trains were dan-
gerous, uncomfortable and dirty. The wooden seats were uncomfortable, the car-
riages stank of food and tobacco and travellers typically arrived at their destinations
covered in soot. In 1879 Robert Louis Stevenson described the train as a ‘Noah’s
ark’ on wheels.* Gradually, however, the introduction of regulations and standards
made rail travel safer and more pleasant. Another interesting analogy is provided by
the rise of industrial food production in the nineteenth century. Early manufactured
foods were often unsafe and unhealthy. Until the arrival of certification, supervision
and legislation, people were exposed to all sorts of dubious practices. Adulteration
was common, for example. Chalk and gypsum were added to milk to make it whiter,
and it was sometimes diluted with dirty water, leading to the spread of tuberculosis
and typhoid.*

A similar pattern is likely to emerge where Al is concerned. Although the tech-
nology is already entering our lives, the regulations, standards and practices needed
to embed it within society largely remain to be developed. We therefore have an
unregulated landscape in which individuals and society in general are exposed to a
variety of risks. But that does not justify eschewing the technology. Rather, it
implies that we need to start work on the long process of enabling the responsible
deployment of Al within society.

Key Points — The Embedding of System Technologies
— System technologies are associated with prolonged processes of social and
technological co-evolution, often involving profound social change.

— The development of system technologies is often unpredictable, and their
effects cannot be fully anticipated.

— It is not possible to distinguish those public values that a system technol-
ogy will influence from those it will not. The generic nature of such tech-
nologies implies that they have the potential to affect all public values.

— There is no inherent tension between regulation and standardization on the
one hand, and further development and application of new technologies on
the other.

As well as the general patterns characterizing the way that system technologies
are embedded within society, we have identified five overarching tasks that form the
cornerstones of that process. We now look at these in turn.

4“Gordon, 2016: 141.
4 Gordon, 2016: 220.
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4.3 Overarching Task 1: Demystification

There are no myths about lawnmowers or toasters. It is clear what their purpose is
and how they work, and they leave little to the imagination. With a system technol-
ogy, however, the situation is different. The generic nature of such technologies
makes them somewhat intangible, facilitating the development of myths that bear
little relationship to reality. On the one hand, unrealistically high expectations are
liable to develop regarding the capabilities of a new system technology, with some
people inclined to see it as a panacea for all manner of social ills. On the other we
see the rise of exaggerated fears and doomsday scenarios concerning its impact.
Myths of the first kind easily lead to disappointment, while the fears encourage
aversion. Moreover, both lead to attention being focused on the wrong questions
and issues. Properly integrating a system technology into society therefore requires
a realistic understanding of what it is capable of and what its effects are. This is
what we mean by demystification, a task that asks ‘what are we talking about?’ (see
Fig. 4.3).

Various social actors play a part in this task. Because we are concerned here with
public perceptions, the role of the general public is particularly significant. Through
their marketing, companies involved in development of a new technology often con-
tribute towards the emergence of unrealistic expectations. Meanwhile, competitors
with interests in rival technologies or more traditional industries can play a role in
raising fears about a new technology. Civil society organizations can also give cre-
dence to myths through their focus on potential risks. Finally, governments often
have an interest in the use of new technologies and that can sometimes contribute to
overenthusiasm. On the other hand, they can also feed negative perceptions by act-
ing in ways that reinforce certain associations with a new technology.

Fig. 4.3 Overarching task
1: Demystification

Demystification
What are we
talking about?
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4.3.1 Unrealistic Expectations

What patterns of demystification can be discerned in the history of system technolo-
gies? Taking optimism first, it is clear that since the Industrial Revolution new tech-
nologies have been associated with progress and civilization. Electricity was
described as a ‘defining element of a great civilization” and inspired many utopian
books.*® Widespread use of electric lighting led to Berlin becoming known as the
‘City of Light’. Electricity was linked not only with emancipation (as alluded to
above) but also with cleanliness, flexibility and the general improvement of living
conditions. This was an example of the wider phenomenon of scientism — the notion
that scientific progress leads to social progress — and belief in mankind’s ability to
manipulate and even perfect society. In 1917, in a manner reminiscent of the expec-
tations surrounding Al, General Electric (GE) advertised its appliances as ‘electric
servants’ that worked ‘without complaint’.*’

Another example of high-flown expectations relevant to the present-day debate
regarding digitalization is the belief that new technologies can bring peace.
Nineteenth-century engineer Michel Chevalier described the railway as “the most
important medium for peace in Europe and human happiness”.*® Similarly, the tele-
graph was expected to facilitate ‘harmony between peoples and nations’ and, by
uniting humanity, to eliminate barriers of ‘prejudice and custom’.* In the 1920s
Henry Ford, the pioneer of automotive mass production, viewed modern industry in
much the same way. He is worth quoting at length:

Machinery is accomplishing in the world what man has failed to do by preaching, propa-
ganda or the written word. The airplane and radio know no boundary. They pass over the
dotted lines on the map without heed or hindrance. They are binding the world together in
a way no other systems can. The motion picture with its universal language, the airplane
with its speed and the radio with its coming international programme — these will soon
bring the whole world to a complete understanding. Thus, we may vision a United States of
the World. Ultimately, it will surely come!>

Utopian visions have always found channels through which to disseminate. One, of
course, is science fiction. William Gibson wrote a novel entitled Neuromancer
(1984) about an idealized new world he refers to as ‘cyberspace’ — the first use of
that word.>! Another such channel is high-profile competitions. Historically, innova-
tive entrepreneurs have often competed both to supersede older technologies and
with each other. During the rollout of electricity, Thomas Edison and George
Westinghouse battled publicly for the ascendency of their respective AC and DC
standards. Similarly, the first car manufacturers raced their vehicles against each

4 Bakker & Korsten, 2021: 16.
47Gordon, 2016: 120.

“Van der Vleuten et al., 2017: 27.
4 Gordon, 2016: 178.
SEdgerton, 2008: 113-114.
S'Dommering, 2000: 487.
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other. Earlier, the famous steam locomotive Rocket won a series of trials prior to the
opening of the Liverpool and Manchester Railway, demonstrating the capabilities of
rail transport to the general public.?

Because the technologies in question were very new at the time and it was unclear
how they could be used, these competitions helped familiarize the public with them.
However, they often took place in controlled environments and the accompanying
rivalries produced bold statements inflating expectations about what the technolo-
gies would be capable of in practice. More recently we have again witnessed public
rivalry in the space technology domain, with powerful entrepreneurs like Elon
Musk, Jeff Bezos and Richard Branson vying to surpass each other’s rocket launches
and openly mocking their competitors’ technology.>

Public exhibitions form another channel that gives rise to utopian expectations.
At the 1881 Paris Exposition and the following year’s Crystal Palace Exhibition in
London, Edison extravagantly demonstrated the potential of electricity to the gen-
eral public, eliciting enthusiastic newspaper reviews.** But such events also became
focal points for critics and activists. At the Crystal Palace, for instance, campaigners
drew attention to the need for better working conditions and improved safety.>

4.3.2 Serious Concerns

The arrival of a new system technology invariably gives rise not only to unrealistic
expectations but also to anxieties. One recurring topic of concern is how the tech-
nology will affect employment. With a technology that lends itself to widespread
application, there is often a fear that it will replace people, thus depriving workers
in certain occupations of their livelihood. Related to this is the image of the human-
made instrument that rebels against its creator by destroying their income. Although
an idea frequently associated with Al, that scenario is far from new. Jonathan Taplin
has demonstrated how the internet deprives musicians of income,* but in fact the
music business has a long history of technological disruption. Describing how the
record industry was affecting musicians, a union leader once said that at no other
point “in the machine age has the worker created the instrument of his own destruc-
tion, but that happens when a musician plays for a recording”.>’

Another prevalent dystopian view is that a new system technology will bring
about the loss of a valuable way of life. This argument was used against agricultural
mechanization at the end of the nineteenth century, causing anxious farmers in the

2 Freeman & Louga, 2001: 203.
*Davenport, 2019.

54Bakker & Korsten, 2021: 11.
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US to flock to the Populist Movement.>® Established industries and their workers are
often the sources of distrustful views of new technologies.

One anxiety particularly relevant in the present context concerns the artificial
nature of a new technology. This can lead to it being perceived as a sin against
nature or the will of God. We see that today with biotechnology, but at one time
electric street lighting was portrayed as contrary to the separation of light and dark-
ness in Genesis. Although Berlin enjoyed a positive reputation as the ‘City of Light’,
Jules Verne portrayed the typical German city as ‘Stahlstadt’ (steel city), symbol-
izing power and destruction.® Even an innovation like margarine had to overcome
the criticism that it was an artificial, unnatural form of butter and therefore inher-
ently undesirable.%

Fear of a new technology may stem not only from arguments of the kind described
above but also from emotional sources such as the power of words. Biotechnology
has suffered from the currency of phrases such as ‘genetic contamination’,
‘Frankenfoods’ and ‘Frankenfish’ (farmed salmon).%! As indicated earlier, there was
considerable rivalry between Edison and Westinghouse when electricity was intro-
duced. In that context Edison deliberately sought to make people fearful of his
rival’s technology. He performed experiments with a dog to demonstrate that
Westinghouse’s AC standard, unlike his own DC, could be fatal to animals. He also
campaigned for AC to be used for the electric chair to associate it firmly with death.
In 1889 a magazine created the portmanteau word ‘electrocution’ by combining
‘electro’ and ‘execution’.®? Fears can also be fanned more subtly, by rumours. Many
technologies have initially been beset by unfounded claims that they were detrimen-
tal to human health, contained hazardous or impure ingredients or could even cause
sterility.

History thus shows us that the introduction of a new technology is often met with
anxiety. Unjustified or exaggerated fear can lead to general aversion, with the result
that the benefits of a new technology are never obtained. Juma highlights the simul-
taneous rise of the mobile phone and GMOs. Whilst the former technology was
adopted globally with little resistance, the latter was embraced in the US but rejected
in Europe. Perceptions of nuclear technology have been strongly influenced by the
disasters at Chernobyl and Fukushima, with implications for subsequent policy in
many countries.®® The point here is not that GMOs or nuclear power should be more
widely used, but that the framing of a new technology and public perceptions can
play a decisive role in its acceptance.

58 Juma, 2016: 103.
% Kaiser & Schot, 2014: 192.

®Tn that case, aversion was reinforced by perception of the new technology as unpatriotic. When
coconut oil was first used as an ingredient, margarine consumption was characterized by oppo-
nents as supporting farmers in the Philippines and undermining their American counterparts
(Kaiser & Schot, 2014: 113).
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The scope for countering anxiety with arguments is limited. Authoritative expla-
nations and technical solutions have often proven insufficient to dispel negative
perceptions, especially if they are supported by the — often emotional — power of
words and rumours. Once established, public mistrust — a ‘social backlash’ against
a technology — is very difficult to counter. Often, separate issues become associated
in the public consciousness and unrelated problems are conflated. A further compli-
cation is that the cause of public concern is not necessarily the technology itself but
the impression that the authorities are not doing enough to ensure that its use
respects the interests and safety of ordinary people.**

In the case of a system technology of great potential benefit to society, such as
Al it is advisable to prevent such situations arising. At the same time the scale of a
system technology’s potential benefits should not be overhyped. Regarding our first
overarching task, the government’s scope for action is limited. Demystification
depends on general public perceptions, which are shaped to a considerable extent by
interaction between researchers, the media, schools and private citizens.
Nevertheless, the government can exert significant influence in its role as a major
user of new technology.

More direct public policy can also have a positive effect. Appropriate tools here
include communications by the government, its exemplary use of the technology
and support for actors involved in public education such as experts and the media.
To facilitate the mechanization of American agriculture, for example, the US gov-
ernment established institutes and groups at universities to promote public aware-
ness of new technologies.®

Key Points — Overarching Task 1: Demystification

— The generic nature of system technologies means that they appeal to the
imagination. They are associated both with unrealistic expectations of
progress and with doomsday scenarios.

— General optimism about technology, public contests and events can inflate
expectations regarding a new technology.

— Fears commonly associated with the introduction of system technologies
relate to the loss of employment, the loss of a way of life, and the perceived
‘unnaturalness’ of the technologies.

— Fearful perceptions are shaped not only by arguments but also by emo-
tions, the power of words and framing.

— Both unrealistic expectations and fearful perceptions can lead to an aver-
sion to technology. Realizing the opportunities afforded by a new system
technology and ensuring that attention focuses on the right risks during the
process of societal embedding therefore depend on demystification.

% Gezondheidsraad, 2006: 111.
% Juma, 2016: 134.
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4.4 Overarching Task 2: Contextualization

Whereas our first overarching task is concerned with perception, the second relates
to the use of a system technology. More specifically, to what is required for some-
thing developed in the lab to be put to practical use within society. This is a wide-
ranging task with multiple dimensions. It is also a complex one. Indeed, its
complexity goes a long way to explaining why integrating a system technology into
society is such a lengthy process. The fact that something works in the lab does not
automatically imply that it will function in practice. Numerous reports have
appeared in recent years about algorithms that can apparently diagnose various dis-
eases more accurately than human doctors, reach more reliable verdicts than human
judges or produce better translations than human linguists. The fact that such algo-
rithms have yet to replace their human counterparts has much to do with contextu-
alization. Societal integration can be impeded not only by resistance or disillusion
supported by myths, but also by problems involving the way the technology works
in practice. Central to the overarching task of contextualization is the question ‘how
will the technology work?’ (see Fig. 4.4).

In order to answer this question, we have adopted an ecosystem approach.
Contextualization as a task relates to the need for a technology to be embedded in a
variety of contexts or ecosystems to function as intended. We distinguish two such
ecosystems, the technological and the social.

4.4.1 The Technological Ecosystem: Supporting Technologies

No new system technology — be it the steam engine, electricity, the internal combus-
tion engine or Al — can function independently in a technical sense; it always oper-
ates as part of a cluster or block® of other technologies. In this context two types of
technology are of interest: supporting and emergent.

Supporting technologies are not strictly speaking related to the system technol-
ogy itself, but nevertheless are essential from the outset if it is to work. The internal
combustion engine cannot be used in the automotive industry without steel technol-
ogy. Furthermore, the success of pioneer car manufacturer Ford owed much to the
existence of a large network of dealers and outlets for tyres, batteries and spare
parts.®” Another supporting technology on which the car relied was a suitable road
network. In the US the Federal Aid Road Act of 1916 and the Federal Aid Highway
Act of 1921 were crucial to creating the car’s technical ecosystem.®

¢ Alessandro Nuvolari is critical of GPT authors for focusing too narrowly on individual technolo-
gies. He argues for thinking in terms of ‘development blocks’, such as the ICT block formed by
semiconductors, computers, software and network equipment (Nuvolari, 2019: 8).

%7Gordon, 2016: 154.

% Bakker & Korsten, 2021: 17.
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Fig. 4.4 Overarching task
2: Contextualization
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Without such supporting technologies, a system technology can be no more than
partially functional at best. Worth remembering in this context is the fact that many
people in the early twentieth century doubted that the motor car would actually
enter practical use. By comparison, the horse must still have seemed an attractive
alternative thanks to its manoeuvrability and its ability to function in an unmodified
environment.

The same issue was pertinent to the introduction of the tractor. Its adoption in
agriculture was not merely a matter of replacing one instrument with another, it
required the creation of a completely new infrastructure of raw materials and sup-
pliers. Moreover, early tractors were less reliable than horses. As a result, it was
long assumed that the horse would remain in use alongside the tractor, each for its
own purposes. The first tractors in the US were no better than horses, but proved
useful on the large expanses of open prairie in the Midwest where there were not
enough animals to work the land.® It was only with the passage of time that it
became clear that they would replace the horse throughout the American agricul-
tural economy.

4.4.2 The Technological Ecosystem: Emergent Technologies

The second cluster within the technological ecosystem of a system technology con-
sists of what we refer to as ‘emergent technologies’. Unlike supporting technolo-
gies, these develop independently but over time become linked and ultimately
coalesce into a cluster. Their existence in the ecosystem allows a system technology
to receive a major, unforeseen boost from an external development — as was the case
with electricity. Its domestic adoption was initially slow, partly because there were
easier ways of lighting homes such as candles and gas lamps. However, the develop-
ment of domestic appliances like the electric iron, and later electronic devices, made
new applications possible and adoption of the technology gathered momentum.

% Juma, 2016: 125.
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The barcode is another innovation that only came into its own after contextual
adaptation. The first barcode scanning systems appeared in the mid-1970s, but it
took another 30 years before organizations along the length of the production chain
implemented the complementary technological, organizational and process changes
needed for their general introduction.”

A more recent example can be found in the rise of e-commerce. Expectations of
a boom in online retailing had been high ever since the internet first become popu-
lar. Amazon was founded in 1994 and in that period was one of the most hyped
businesses in the ‘dot-com bubble’, when markets anticipated a general migration to
online shopping. Despite continuing to invest in e-commerce even after the crash of
2000, however, Amazon still failed to turn a profit for some years. It was more than
two decades before online shopping really took off. The development required a raft
of complementary innovations such as secure and convenient payment systems and
improved logistical infrastructures with regional distribution centres. A similar pat-
tern is apparent where transport services like Uber, SnappCar and Greenwheels are
concerned. The idea of organizing taxi services and car sharing online has been
around for decades, but again it is only in recent years that they have become com-
monplace. Their success now is closely related to the rise of technologies such as
GPS-enabled mobile phones, which allow for local service delivery.

Dependency on a complete technical ecosystem of supporting and emergent
technologies means that it typically takes a long time before a new system technol-
ogy becomes fully functional in practice. Furthermore, the course of that process is
inherently unpredictable: the technology itself improves, complementary innova-
tions occur, prices fall”! and new systems and applications are developed. Even if a
system technology initially appears unable to gain traction, the developments neces-
sary for its success may be taking place unseen until suddenly the new technology
has a real advantage over established ones and its use acquires momentum.

4.4.3 Enveloping

Where the technological contextualization of Al is concerned, ‘enveloping’ is an
important concept. This refers to the creation of an environment within which a
technology can thrive. The concept was popularized in relation to Al by Luciano
Floridi, whose work is referred to earlier in this chapter. He is opposed to viewing
technology as an instrument, arguing that that implies an old-fashioned model in
which the human user exerts influence over a natural environment by means of a
technology. While a spear, an axe or a parasol may be regarded as an instrument that
impacts an element of the natural environment (a prey animal, a tree or sunlight),

70 Pethokoukis, 25 November 2019.
"I Price drops are also very important to the practical functionality of a new technology. Research

has shown, for example, that, relative to the early nineteenth century, the price of light has fallen
four hundred-fold (Agrawal et al., 2018: 11).
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there are many technologies that do not conform to that model. Technologies that
act on other technologies, for example, like the hammer when used with a nail — or,
indeed, all technologies developed since the Industrial Revolution. A car is not ide-
ally suited for travel in a natural environment but performs very well in one modi-
fied by the creation of paved roads. This process of adapting a technology’s
environment so that it functions better is what we call ‘enveloping’,” its crucial
characteristic being that use of the technology is promoted not only by improving
the technology itself but also through that adaptation.

In this respect it is pertinent to ask whether the technology is adapting to people
or they are adapting to technology? Although the latter idea tends to meet resis-
tance, we have to accept that it is far from uncommon. The average street, for exam-
ple, is heavily tailored to the motor car, with tarmac, parking spaces, traffic signs
and a regulatory system. The people using it, pedestrians, adapt to that by walking
on the pavement, using designated crossings and so on. Similar dynamics are likely
to become commonplace in the case of Al

4.4.4 The Social Ecosystem: Macroeconomic Context

Contextualization involves integration not only within the technological ecosystem
but also within the social ecosystem. One important element of the latter is the mac-
roeconomic context. A new technology has its own logic, which is not necessarily
aligned with existing organizational processes. Moreover, achieving alignment is
not a quick and easy process. Organizations have fixed ways of working, making it
difficult to try out new approaches.

Those in established industries are often also hampered by ‘the curse of
knowledge’.”® Simply purchasing new machines or even setting up new depart-
ments — an IT or an Al department, for example — is not sufficient. A modern orga-
nization does not have an electrification department; electricity is an established
system technology integrated into all its processes. However, that did not happen
overnight. Factories had to be reorganized to accommodate power cables, for exam-
ple.”* Similarly, the telephone and the typewriter ultimately contributed significantly
towards the mechanization and bureaucratization of the office, and thus to the
growth of many organizations, but this transformation occurred over an extended
period.”

Not only is transformation time-consuming, but determining the pathway to be
followed is also a capital-intensive process. Consequently, the introduction of a new
system technology is often characterized by a ‘productivity paradox’. It took years

2Floridi, 2014: 144.
3Brynjolfsson et al., 2019: 42.
74 Bakker, 2017.

>Freeman & Lougd, 2001: 28.
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for electricity to yield a net productivity benefit for the economy, for instance.” One
explanation for the delay in realizing productivity benefits concerns the energy sup-
ply. In Britain, for instance, steam engines were initially used only in the vicinity of
coal mines — the source of their fuel.”” In order to make a system technology produc-
tive, therefore, it is important to consider the wider organization of the processes
within which the technology must function.

4.4.5 The Social Ecosystem: Behavioural Context

Another important feature of the social ecosystem is the behavioural context into
which a new technology must be embedded. In that regard, the behaviour of both
consumers and users within the organizations where the technology is to be applied
is significant. Internal users often need to be trained to use the applications it facili-
tates. The more general question of adaptation to the labour market is therefore
relevant here as well.”® Whereas the lab phase requires fundamental knowledge of a
technology, the emphasis during the embedding phase shifts to knowing how it
should be applied in a variety of domains. During the process of integrating electric-
ity into society, for instance, countless engineers and inventors applied themselves
to identifying contexts in which it could be put to effective use.

People who are going to utilize a new technology must gain confidence in it and
some understanding of how it works, and must perceive its use as desirable. That in
turn depends on the presence of positive stimuli and the absence of deterrents to its
integration. People will not embrace a new technology if they fear it will make them
redundant or undermine their earnings. Artists working in recording studios prior to
the development of a new income model based on streaming services form a good
example of this. Likewise, professionals such as doctors, judges and accountants
will be reluctant to accept or fully utilize a new technology if it is not — or not yet —
capable of satisfying the standards of their profession.”

New technology often requires behavioural change from consumers as well.
Consider again the example of music recordings. Before they became possible,
people could listen only to live music and only at scheduled performance times. The
wireless and gramophone enabled entirely new ways of listening to music at home,
but consumers still had to accustom themselves to those new opportunities.

Like demystification, contextualization is a broad task over which governments
have relatively little control. To a large extent, the contextualization of a new tech-
nology occurs in the many thousands of occupational settings where people make
use of it and learn when and how it is effective. That is an iterative process.

76 Agrawal et al., 2019.

7 Bakker & Korsten, 2021: 6-7.

78See the WRR report Better Work regarding the technologization of work (WRR, 2020).
7Van Ettekoven & Prins, 2018.
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Governments can nevertheless facilitate and guide the broad task of contextualiza-
tion in various ways.

For example, governments can invest in supporting and emergent technologies.
The US government aided the contextualization of the car by building highways.
Another option is to participate in the process of contextual experimentation. As a
new technology user, the government plays a role in the creation of a market. It can
also define standards and set an example for the private sector. Public-sector pro-
curement policies are influential too, due to the government’s sizeable purchas-
ing power.

Key Points — Overarching Task 2: Contextualization
— Contextualization is necessary for a new technology to function in practice.

» That implies understanding and approaching the technology within its
wider social and technical ecosystems.

— The technical ecosystem consists partly of supporting technologies that
enable a system technology to work.

— It also includes emergent technologies: completely separate technologies
that develop independently but can add surprisingly strong impetus to a
technology.

— An important process in the contextualization of system technologies is
‘enveloping’: adaptation of the environment to a technology.

— A technology’s social ecosystem consists firstly of the macroeconomic
context and is characterized by complex productivity and work process
organization issues.

— The second element of the social ecosystem is the behavioural context,
which is characterized by the stimuli, practices, standards and convictions
of people involved with the technology.

4.5 Opverarching Task 3: Engagement

As we have seen, our first overarching task is concerned with image and the second
with usage. The third, engagement, relates to the social environment. It focuses on
the people affected by the system technology and the actors who therefore are or
need to be involved with it (see Fig. 4.5). They include technical experts, ordinary
citizens and civil society organizations.
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Fig. 4.5 Overarching task
3: Engagement
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4.5.1 Values, Interests and Ideals

As previously stated, the five overarching tasks are closely related. We have already
considered the human environment in terms of the social ecosystem’s role in con-
textualization, centring on the question of how we could make the technology work.
In the context of the engagement task, by contrast, our focus is on people’s involve-
ment in the design and use of the technology — and it is important that they are
involved, so that their values, interests and ideals contribute towards its integration
into society. People’s interests can of course play a role in building a technology’s
functionality as well, but the principle underpinning the engagement task is that
involvement by various groups in the process of societal integration is intrinsically
important to its long-term success. Effectively, engagement is about humanizing or
democratizing the technology.

Engagement has proven particularly important in the phase where a technology
transitions beyond the lab, because at that point the requirements society will
demand of have yet to crystallize fully. The engagement of civil society is also
vitally important because every technology is associated with power structures. The
first users of a new technology are typically powerful actors such as large corpora-
tions and governments. Consequently, it is initially likely to reinforce existing
power structures. Engagement is required to ensure that other social actors also have
a voice in the way it is used.

4.5.2 A Spectrum of Engagement

Engagement can take various forms. At the one end of the spectrum are people
strongly opposed to the technology who want to see it banned. In extreme cases,
their resistance can turn violent. At the other end of the spectrum is supportive input,
with actors offering their expertise and voicing their own values and wishes so as to
influence how the technology is used. That can even lead to stakeholders themselves
developing alternative uses.
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Stakeholders can also engage indirectly by calling on governments to regulate
the technology (regulation is our fourth overarching task; see 3.6.). In this respect it
is important that engaged social actors mobilize themselves to exert the necessary
influence, and that they do so from an early stage — the reason being that uncertainty
regarding the direction a developing technology will take can make it difficult for
government to know how it should be regulated. In that situation, civil society actors
can assist politicians and governments by playing vital signalling and deliberating
roles. Which brings us to the core question in this overarching task: ‘Who should be
involved?’

4.5.3 Winners and Losers

Individual citizens and interest groups engage with the process of embedding a
system technology within society for various reasons. Often, these reflect whether
the person or group in question stands to gain or lose from the technology. Although
a new technology may be beneficial to society, that benefit is liable to be distributed
unevenly, creating both winners and losers. When Schumpeter referred to creative
destruction, he recognized the misery new technology could cause and visualized
large elements of society being crushed under ‘the wheels of innovation’.% As well
as threatening jobs, the process of innovation and experimentation often involves
accidents and even reckless and dangerous behaviour. We have already mentioned
the malpractices associated with the early mass production of milk and the introduc-
tion of margarine. Manufacturers often used colourant and preservative chemicals
that were harmful to public health.®! Many new technologies have also had a nega-
tive impact on particular groups in society, such as consumers or workers. That has
tended to happen where vulnerable or dependent groups have been disadvantaged
by more powerful early adopters of the technology and first movers exploiting their
expertise and position. In such cases, new system technologies initially amplify
existing power imbalances.

The introduction of the steam engine induced fear that the working classes would
be marginalized. When railway travel became popular, wealthy people were con-
cerned about close contact with the poor, leading to a system of multiple travel
classes.®? Electric street lighting was perceived as increasing the government’s
power over its citizens. Class differences created issues in relation to the motor car
as well: cars were seen as the preserve of a wealthy elite, who were gradually driv-
ing other members of society off the roads.®

80 Schubert, 2013.

81 Juma, 2016: 97.

82Van der Vleuten et al., 2017: 47.
83Bakker & Korsten, 2021: 30.
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Such issues have repeatedly prompted those affected to engage with new tech-
nologies. One form that engagement has often taken historically is protest, in
extreme cases descending into violence. In the 1810s a movement of English fac-
tory workers known as the Luddites rebelled against the mechanization of labour,
destroying the machines their employers had been installing. During the 1842 Plug
Riots, half a million workers went on strike and disabled steam engines. Workers
resorted to such tactics because the British government of the day did very little to
protect them.? The word ‘Luddite’ has since come to mean anyone who makes
futile attempts to resist technological progress. However, that definition rests on a
simplistic view of history. By rioting, the Luddites succeeded in slowing the process
of mechanization in the textile industry and building solidarity amongst its labour
force, thus laying the foundations of the trade-union movement.®® They were not
rejecting the new technology per se but standing up for workers’ rights.

The introduction of the motor car was also accompanied by protests from disad-
vantaged groups. Some of these were sparked by the hazards made clear by the first
fatal accidents. The main focus of dissent, however, was the ‘battle for the street’, as
the car gradually pushed market traders, horse riders and pedestrians off the road-
way. Horses were perceived by motorists as causing congestion, while their riders
complained about the space devoted to car parking. During the 1930s, the car lobby
succeeded in persuading the public that the roads were meant primarily for motor
vehicles. That perception was encouraged by education, with children taught to look
out for cars when crossing the road. Regulations were introduced not only for
motorists, but also for cyclists and pedestrians. Crossing intersections diagonally
was made an offence, for example. Campaigners called for fast roads exclusively for
motorists, eventually leading to the creation of motorways. In short, the rise of the
car brought with it disputes over who was and was not legitimately entitled to use
the road, and under what conditions.%¢

More recently, the introduction of nuclear power attracted protest. Posters, news-
paper adverts, stickers and demonstrations such as ‘die-ins’ and human-chain pro-
tests were used to oppose the technology. In some cases, protestors also sabotaged
equipment.®” Such actions ultimately helped initiate a general public and political
debate regarding nuclear power.

4.5.4 Demand for Regulation

As the example of the car demonstrates, engagement by civil society sometimes
takes the form of campaigns calling for regulation or government policy. In the mid-
nineteenth century, for instance, the Chartist movement in the UK secured

84 Bakker & Korsten, 2021: 9.

85 Juma, 2016: 26-27.

8Van der Vleuten et al., 2017: 84-86.
8Van der Vleuten et al., 2017: 135.
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legislation to limit the maximum number of working hours for young people and
women.® Later that century, women’s organizations in the US pressed for better
working conditions. The Woman’s Christian Temperance Union (WCTU) cam-
paigned not only against alcohol but also against the widespread use of many new
medications. Its activities contributed towards the introduction of legislation requir-
ing the listing of ingredients on product labels and restricting the distribution of
medications.® In 1970 an activist engineer in the Netherlands invented the ‘speed
hump’ to improve road-traffic safety. A few years later the Dutch government
approved the concept of the ‘woonerf’, a residential zone where pedestrians have
priority over cars.”

Civil society actors have also been able to influence the use of new technologies
directly, rather than by pressing politicians to act. One way they have done that is by
using a technology as they see fit. In the US, for example, co-called ‘Bellamy clubs’
were formed to employ technologies for utopian social purposes. Unions, feminists,
doctors and food specialists have pressed for modern domestic technologies and
appliances to be made more healthy, safe and pleasant. User communities have even
designed housing blocks with shared spaces for cooking and childcare to promote
community spirit and equality. When the telephone was introduced, women and
migrants started using it in ways the phone companies had not intended, ultimately
leading to the modification of services.’!

The White Label League succeeded in persuading clothing producers to attach a
white label to garments made in factories where the working conditions had been
approved by the organization.”? In the field of digitalization, the Claudette project is
a good example of civil society influencing a technology’s use: it seeks to reinforce
the position of consumers by automatically scanning countless online platforms to
check the legality of their terms and conditions and help buyers understand them.”

4.5.5 Defending Public Interests

Citizens affected by new technologies engaged in many different ways: by experi-
encing their effects, guiding their use and making their own views known. Certain
social actors play particularly significant roles. Considerable influence is exercised
by the media, whose involvement we have already considered as it relates to demys-
tification. In that context, its role is to inform the public; where engagement is con-
cerned, by contrast, it is to air issues relating to public interests.

% Freeman & Lougd, 2001: 172-173.
8 Gordon, 2016: 221-224.

%Van der Vleuten et al., 2017: 153.
91'Van der Vleuten et al., 2017: 44—46.
92Van der Vleuten et al., 2017: 50-51.
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One historical example of this kind of mobilization relates to the introduction of
urban electricity cabling. In October 1889 Western Union employee John E. H. Feeks
was electrocuted in a gruesome accident on a cable installation project in New York
City. His body was left hanging, smoking and sparking, for 45 minutes before it
could be brought down. The incident caused a widespread backlash, with newspa-
pers reporting acts of sabotage all over the city. The prevailing view was clearly that
the power companies were putting profits ahead of public safety. The New York
Times argued that the people should no longer have to tolerate the activities of self-
ish entrepreneurs and ignorant, corrupt officials. The commotion led to a major
inquiry into the power of dominant companies and even to new governance models,
in which municipal authorities were given more control and greater emphasis was
placed on public participation.”

In the same city but a very different field, the rise of the refrigeration industry
provides another example. Refrigeration technology enabled goods to be stored in
artificially cooled warehouses, removing the need for natural ice. Some people,
however, grew suspicious of the power of the ‘ice trust’. Encouraged by the news-
papers, a public outcry ensued, leading to regulations requiring products to be
labelled with their refrigeration date.”> Another problem was that the doors of early
coolers and freezers were difficult to open, with the result that playing children
could become trapped in them and suffocate. Media outrage led to the introduction
of safer door designs.”

Scientists and other experts form another important group within an engaged
civil society. They can exercise influence by, for example, publishing books and
articles that raise public awareness and draw attention to problems and malprac-
tices. In 1962, for example, biologist Rachel Carson famously published Silent
Spring, a book that did much to launch the ecology movement. Her analysis exposed
the downside of industrial manufacturing and agriculture, thus mobilizing opposi-
tion to big business.

Similarly, the work of critics such as Guy Debord, Constant Nieuwenhuys, Jane
Jacobs and Lewis Mumford created awareness of malpractices in the automotive
industry.”” Artists and fiction writers can also contribute towards public engage-
ment. The Bellamy clubs mentioned earlier were inspired by Edward Bellamy’s
book Utopia: Looking Backward. Famous authors such as H. G. Wells and Mark
Twain also wrote about the influence of technologies such as electricity.”® In 1906
Upton Sinclair published The Jungle, a novel about the dreadful conditions in
Chicago’s meat industry. The book led to an immediate decline in meat consump-
tion, and public disquiet resulted in the formation of a system of inspectors.”

% Juma, 2016: 165-166, 172.
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Earlier, during the Industrial Revolution, a medical commission reported that the
people of Manchester were being made unwell by the city’s smoky air.!® It was a
long time, however, before anything was done about the situation. As mentioned in
Sect. 4.1, social actors’ degree of organization — and hence their influence —has
grown over time. Professional groups, associations and commissions made up of
academics and other experts have started to play an increasingly influential role in
the societal integration of new technologies. The academic press is an important
medium for the exercise of such influence, along with appeals and conferences. In
1955 philosopher Bertrand Russell and physicist Albert Einstein published a mani-
festo calling for the academic world to contribute towards the peaceful resolution of
international conflicts. These contributions were followed by a series of expert gath-
erings known as the ‘Pugwash Conferences on Science and World Affairs’.!!

Following the development of genetic cloning technology in 1973, 2 years later
the Asilomar Conference on Recombinant DNA agreed a voluntary moratorium on
genetic modification to allow the medical authorities to develop safety guidelines.
This laid the foundations for an evidence-based system of risk analysis.!”* Another
example of experts influencing technological development is the work on climate
change done by the IPCC, whose members are all leading academics. Scientists,
other experts, writers and artists, as well as private citizens and interest groups, may
campaign against the use of new technologies, then, but for the most part they con-
tribute towards bringing about more responsible application of those technologies,
thus actually encouraging their use.

One final observation is that, with their professional emphasis on open publica-
tions and knowledge, academics and researchers can stand up against governments
and businesses in situations where the latter have an interest in maintaining secrecy.
The Human Genome Project was an international collaborative initiative to make
the genome publicly available. At the same time, however, a company called Celera
was working to sequence it privately for commercial exploitation. That brought it
into conflict with the academic world. The scientific and business communities also
clashed over the question of whether genetic sequences were patentable.'®

In the field of cryptography, scientists also find themselves at odds with the poli-
cies of secrecy pursued by governments and private corporations. In the 1990s,
legislation banning the export of sensitive knowledge made it difficult for US aca-
demics to know what they were and were not allowed to teach their foreign students.
In defiance of US government pressure to keep encryption software secret, pro-
grammer Philip Zimmerman open-sourced his code, leading to his prosecution.'™

The open-source movement is an important group of civil society experts in the
field of digital technology. Numerous court cases attest to the tensions that surround

10Bakker & Korsten, 2021: 9.
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publication. In the Netherlands, for example, a case was brought against Radboud
University’s Bart Jacobs after he discovered a security flaw in the Mifare Classic
chip, used on Dutch public transport smartcards, Transport for London’s Oyster
cards and elsewhere. The court refused to grant an injunction preventing publication
of the details, however.!® Of significance in the context of our analysis is the judge’s
observation that “in a democratic society, important interests are associated with the
ability to publish the results of scientific research and to inform the public about a
product’s shortcomings, so that steps can be taken to mitigate the risks.”! The pub-
lication of a paper explaining how a dangerous variant of smallpox had been
developed was the focus of similar tensions.'”” Experts employed by commercial
organizations play a role not only with regard the issue of publication, but also in
relation to other ethical issues within businesses. After the Second World War, for
example, the members of a German engineers’ association took an oath not to work
for companies that infringed human rights.'%®

Key Points — Overarching Task 3: Engagement

— The engagement of civil society is important for drawing attention to rel-
evant values and interests affected by using a new technology.

— Civil society plays an important role through a wide range of engagement
forms, from resistance and protest to campaigning, and driving change in
the design and use of a technology.

— The media and journalists are important for highlighting malpractices and
mobilizing public opinion.

— Scientists and other experts can, for example, develop standards and prin-
ciples of good practice, promote a culture of openness regarding a technol-
ogy, and utilize a new technology in accordance with public values.

4.6 Overarching Task 4: Regulation

Our fourth overarching task is pan-societal: the regulation of new technology. In
this context we define regulation broadly as including not only legislation and gov-
ernment policies but also professional norms and technical standards. Central to this
task is the question, “what parameters are required?’ (see Fig. 4.6). Although
national and international government bodies play a defining role here, other play-
ers are also influential.

105 Arnhem High Court, 18 June 2008.

1% Judge of Arnhem High Court, 18 July 2008.
7Leung, 2019: 150-154.

198Van der Vleuten et al., 2017: 127.
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Fig. 4.6 Overarching task
4: Regulation

4.6.1 The Collingridge Dilemma

Defining rules for something as extensive, complex and versatile as a system tech-
nology brings numerous challenges, problems and dilemmas. One of the best known
is the so-called ‘Collingridge dilemma’. On the one hand a new technology is dif-
ficult to regulate in the early phase because much remains unclear regarding its
workings and effect. Moreover, the need for regulation is initially less apparent.
Later, once the technology’s effects on society are more conspicuous, it becomes
clear what regulation is needed and why. By then, however, many of the decisions
taken earlier are difficult to reverse. A further complication is that power structures
develop around a technology, and these cannot be modified easily or quickly.
Primarily, therefore, we first encounter an information and knowledge problem and
then later a power problem.

The Collingridge dilemma is exemplified by the architecture of the internet,
which was developed in a spirit of openness and market freedom. Today, however,
it is clear that many safety and security issues were not adequately addressed by the
original design, meaning that we are now vulnerable to digital disruption, for exam-
ple.!” Rectification of the design flaws at this stage, however, would require large
sections of the internet to be completely restructured — a huge, if not impossi-
ble, task.

4.6.2 Concentration of Power

Once a new technology has been widely adopted — that is, integrated or embedded
in society — it is difficult to make major changes. However, the need for such changes
only increases over time. As indicated in connection with the previous overarching
task, the first signs that change is needed are acute issues, often highlighted by civil
society. They typically involve accidents, abuses, opportunistic use and dangerous
practices. By gradual degrees, it becomes clear that more structural regulation is

1WRR, 2019.



120 4 Alas a System Technology

required in order to manage the technology and its impact on society. Central to the
regulation process is an expansion of the field of focus from acute issues only to
more structural problems.

One structural issue that arises repeatedly in the history of system technologies
is concentration of power. The dynamism and innovation associated with new sys-
tem technologies tend to result in monopolistic or oligopolistic power being heavily
concentrated in the hands of certain actors. As well as causing economic problems,
such concentration results in the powerful actors gaining disproportionate influence
over society, threatening civic values.!'® At first, the companies in whose hands
power is concentrated are typically seen as wonderful innovators and social bene-
factors. Over time, though, a more negative view of them develops as their power is
increased by the spread of the technology.

In the US, railway pioneers such as Andrew Carnegie and Jay Gould built huge
business empires. However, the negative view of their power and influence that
ultimately prevailed is clear from the nickname they acquired: ‘robber barons’. The
introduction of electricity was also accompanied by an immense concentration of
power. In 1894 the Edison Company merged with Thomson-Houston to form the
giant GE, which together with Westinghouse dominated the US market. In Europe,
Siemens was formed in Berlin and Ganz in Budapest — two of the first true multina-
tionals. Immediately before the First World War, GE and Westinghouse in the US
and Siemens and AEG in Europe were the world’s biggest companies. At that time
there was considerable fear of this ‘global cartel’. Indeed, AEG general manager
Emil Rathenau did actually reach an agreement with GE in 1903 about dividing up
global markets.'!!

The oil industry’s boom period occurred at around the same time, leading to
creation of John D. Rockefeller’s giant Standard Oil corporation. A little later the
rise of the internal combustion engine was associated with an enormous concentra-
tion of automotive industry power in Detroit, Michigan, the Silicon Valley of its day.
The city was home to the industry’s ‘Big Three’: General Motors, Ford and Chrysler.
In the 1920s the US and Canada were responsible for nearly 90 per cent of global
production of trucks, cars and tractors.!!?> Detroit continued to dominate the industry
for many years, both within America and beyond. The saying “what’s good for
General Motors is good for America, and vice versa”, attributed to Charles Erwin
Wilson, reflects the influence the company had over the nation. In the mid-twentieth
century AT&T dominated the telecommunications world, and its research arm Bell
Labs was a global driver of innovation. In the computer industry, IBM came to
enjoy similar power. The classic film 2001: A Space Odyssey depicted the danger-
ous side of the company’s influence. The film’s malicious computer intelligence is
called HAL, a name created by taking the three letters that come before I, B and M
in the alphabet.

10Prijfer & Schottmiiller, 2017.
" Freeman & Louga, 2001: 244.
2Freeman & Louga, 2001: 260.
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A historical pattern can be discerned where, as the concentration of power has
become a greater issue for society, powerful companies campaign for the resolution
of market problems to be left to the market or self-regulatory systems. Often, they
do so in an effort to avoid the imposition of external controls. ‘Robber barons’ like
J. D. Rockefeller and J. P. Morgan portrayed their power as the result of entrepre-
neurial genius and a necessary by-product of technical progress.''* Shoshana Zuboff
explains how they cited the ‘laws’ of economics and evolution in their defence.
Legislation was unnecessary, they argued, because they were subject to regulation
by the laws of evolution, capital and supply and demand.'* Many employers also
maintained that workplace safety was the responsibility of the workers them-
selves.!> Similarly, it was suggested that the safety of a car was the user’s responsi-
bility, not the manufacturer’s.

4.6.3 New Legislation and Regulations

As the need to regulate a new technology becomes clearer, we need to ask whether
existing legislation provides an adequate mechanism for its control or are specific
new laws required to address the novel circumstances associated with it. When
bespoke have been considered necessary in the past, it has often proved possible to
legislate or regulate successfully even at the international level to mitigate the
adverse effects and applications of a new technology. The 1925 Geneva Protocol is
a good example. Following the widespread use of poison gas in the First World War,
this treaty measure agreed a ban of the use of both chemical and biological weap-
ons.!'® Another case is the 1987 Montreal Protocol on Substances that Deplete the
Ozone Layer, which successfully combined restrictions on the use of certain chemi-
cals with stimuli to use technological alternatives.!'” Also instructive in this context
are the arrangements made nearly 15 years ago by various countries within the
Council of Europe to tackle the online sexual exploitation of children.!" The inter-
national dimension of societal integration is addressed explicitly by our fifth over-
arching task (see 3.6 below). As far as regulation is concerned, it is important to note
that a technology can be controlled successfully, particularly with a view to mitigat-
ing the associated hazards, by means of legislation at both the national and interna-
tional levels.

13 Taplin, 2017: 8-9.
1147Zuboff, 2019: 106-107.

115 A serious fire at a textile factory in New York in 1911 led to outrage and ultimately fire safety
mandates. Gordon, 2016: 271-272.

16 F]oridi, 2014: 203.
17 Juma, 2016: 302.

8By means of the Council of Europe’s Convention on Cybercrime (ratified by the Netherlands in
2006), the Council of Europe’s Treaty of Lanzarote (ratified by the Netherlands in 2010) and EU
Directive 2011/93/EU.
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As the Collingridge dilemma reveals, especially early in a new technology’s tra-
jectory it can be difficult to know what types of regulation are required. The reason
being that some regulations can undermine the advantages of a new technology.
One example is provided by the so-called Red Flag Acts passed in the UK in the
second half of the nineteenth century. With the aim of promoting road safety, these
laws required that a mechanical vehicle must be preceded on the public highway by
a person walking with a red flag.!!® Their effect was to seriously limit the maximum
speed of the new transport mode and thus diminish its value.

4.6.4 Diverse and Flexible Instruments

One important lesson we can draw from the history of the regulation of system
technologies is that there are no silver bullets: no single measure is able to ensure
that a new technology is embedded in society in a totally responsible way. As we
saw with the introduction of the motor car, regulation involves many years of con-
stantly responding to new issues and hazards. In the Netherlands, for instance, the
first urban speed limit was imposed in 1957. It was not until 1974 that motorway
speed limits followed, though, in response to the new dangers associated with traffic
growth. Seatbelts were made compulsory for drivers and front-seat passengers in
1975, but not for other passengers until 1992. Only in 1982 were rules introduced
requiring all vehicles to undergo regular roadworthiness tests. Even now, the pro-
cess regulating the societal embedding of the car continues. Regulation is a learning
process that takes an increasingly substantive form with the passage of time.

History also teaches us that the extent of government intervention follows a pat-
tern as well. Initially, it is considered prudent to use the most flexible instruments
available. Then, as more knowledge and experience are acquired, there is a gradual
transition towards more mandatory instruments.

Various flexible instruments are possible. First, there is analogous legislation.
When a new technology emerges, such as biotechnology or nanotechnology, regula-
tors look for analogies in other fields. In the case of nanotechnology, for example,
that was the chemicals industry.'? Other flexible instruments that are used include
experimental legislation, ‘soft law’ and ‘regulatory sandboxes’ in which new busi-
ness models can be tested.

The information problem with a new technology can also be addressed through
public-private co-operation. This collaborative model is increasingly common
around the world, as we shall see in the context of the next overarching task. It is
most common in highly technical fields, where private sector expertise is very
important. The International Organization for Standardization (ISO) is a good

119 Juma, 2016: 295.
120 ee & Vaughan, 2010: 193-218.
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example.'?! In the regulation of biotechnology too, various softer governance instru-
ments are used, with researchers, governments and companies collectively working
out the best way to manage a new technology.!'?

4.6.5 Oversight

In addition to legislation and standardization, regulation requires oversight and
enforcement. Again, a dynamic, learning approach is required, especially in the
early part of a new technology’s trajectory. One particular issue arises out of the
generic nature of system technologies, which means that they can be used in a wide
variety of contexts, each with its own rules, values, principles and history. As a
result, it is difficult to ensure that legislative arrangements and oversight bodies
specifically address all possible applications.

Let us return to the example of electricity. Some of the associated questions are
universal, such as the type of voltage and the cabling. But in reality electricity fea-
tures in people’s lives of citizens through all manner of specific applications, from
factories and street lighting to toothbrushes, escalators and computers. The vast
majority of rules governing electricity therefore relate to those particular applica-
tions. Furthermore, generic technologies are often dual-use technologies; that is,
they have both military and civil potential.!>® This is a complicating factor because
the two types of use require very different rules and enforcement mechanisms.
Domain-specific knowledge is therefore required for the application-level regula-
tion of system technologies.

The institutions and bodies responsible for enforcement of the applicable rules
must also be involved with the societal integration of a system technology. The
regulatory influence of the judicial system should not be underestimated either, par-
ticularly when a new technology’s impact on society has yet to become clear. This
is illustrated by a 1995 US court ruling on cryptography, in which the judge decided
that a ban on the distribution of encryption software would infringe the constitu-
tional right to free speech —— a central tenet of US democracy.!?*

Parliament also plays a material role in shaping rules and regulations. In fulfil-
ment of their oversight function, MPs can draw attention to malpractices and issues.
The legislature may also politicize technology, as again illustrated by the history of
encryption. Although the US government and executive agencies such as the NSA
and FBI wanted to restrict the distribution of encryption software as far as possible,

2 Leung, 2019: 17.
121 eung, 2019: 227.

231t is estimated, for example, that 95 per cent of all space technology is dual use (Leung,
2019: 66).

124Schulz & Van Hoboken, 2016.
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Congress repeatedly stood up for the rights of citizens versus the state.'” In order
for the judiciary and parliament to perform their supervisory functions, it is impor-
tant that they possess the means and the knowledge needed to monitor the use of
new technologies effectively. In the US, for example, the Office of Technology
Assessment played a key role in assisting Congress between 1972 and 1995.

4.6.6 A Growing Role for Government

The foregoing illustrates that the role of government, and thus of legislation, demo-
cratic control and oversight, increases as a system technology becomes embedded
in society, not least because its effects become clearer as that process proceeds. The
more embedded a technology is, moreover, the harder it is for society to do without
it. As aresult, it (or aspects of it) are increasingly regarded as public property, some-
times even as a utility. Technologies viewed in that way include public transport, the
electricity grid, the road network and broadband cable infratructure.'* The power
problem described earlier is also significant in relation to the government gradually
acquiring a greater role than it had at the outset, when it was primarily private com-
panies shaping the technology.

In that context, there is a history of governments using a variety of means to
tackle the power of dominant system technology players, who we can regard as the
predecessors of today’s big-tech companies. The power of the ‘robber barons’, for
instance, was challenged during the so-called ‘Progressive Era’. The Sherman Act
of 1890, originally passed to address the power of the big US ‘trusts’ (cartels)'?” was
later utilized by President Theodore Roosevelt to break up Rockefeller’s Standard
Oil and Morgan’s Northern Securities.'?

As well as addressing concentrations of power, a government can protect public
interests by obliging businesses to comply with certain conditions. The US govern-
ment established the Rural Electrification Administration to force electricity com-
panies to make their services available in rural areas where they had little commercial
incentive to operate.” When AT&T had a monopoly of the US telecommunications
market, it was required to adhere to strict requirements such as relinquishing
patents. '3

Finally, we should point out that significant international differences exist in
terms of the traditional role of government and the way intervention is viewed.

1231bid.

1261n the first half of the twentieth century, the railways in many countries, including Canada,
Germany, France, the Netherlands, Sweden, Spain and the UK were nationalized, for example
(Van der Vleuten et al., 2017: 74).

127Freeman & Louga, 2001: 342.
128 Taplin, 2017: 115.

122 Gordon, 2016: 315.

130Taplin, 2017: 259.
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Contrasting with the situation in the US, in Europe there has been considerable
public involvement from the outset in many of the new technologies considered in
this report.!*! It is certainly the case that whenever a system technology is embedded
in society, public interest in it increases over time and that in turn strengthens the
rationale for the government to play a regulatory role.

Key Points — Overarching Task 4: Regulation
— Although regulating a technology is easiest early on, at that stage there is
often uncertainty about what is required and little sense of urgency.

e By the time a sense of urgency develops, it tends to be harder to intro-
duce regulations or change established practices.

— With a new system technology, the initial approach is usually to rely on
self-regulation. However, the concentration of power in the hands of a few
companies and the rise of malpractice gradually make legislation necessary.

— Where legislation is concerned, there are no silver bullets. The control of a
new technology therefore requires a wide range of instruments. Both flex-
ible instruments such as experimental legislation and soft law, and public--
private cooperation on standards are useful ways of acquiring knowledge
and expertise and dealing with uncertainties.

— The generic nature of system technologies and the associated diversity of
their applications necessitates a primarily contextual approach to oversight
and enforcement.

— The role and influence of the government in the embedding of a technol-
ogy differs from country to country, but the need for intervention increases
over time, as the technology acquires a more prominent position in society
and the public becomes more dependent on it.

4.7 Overarching Task 5: Positioning

The final overarching task we have identified is positioning, which involves embed-
ding AI at the international level — although each of the other four tasks also has an
international dimension. Regulation, for example, is not an exclusively national
matter, but also involves supranational organizations. To some degree, the engage-
ment of actors such as scientists and activists is often an international process as
well. Nevertheless, international positioning is a distinct task for two reasons. First,
because it involves different players than those encountered at the national level.
Second, because certain issues are specific to the international stage, such as the
competitiveness and security of nations. The question at the heart of the positioning
task, therefore, is ‘How do we compare with other countries?” (see Fig. 4.7).

31 Bakker & Korsten, 2021.
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Fig. 4.7 Overarching task
5: Positioning

4.7.1 Economic Competitiveness

In the international context, one of the characteristic features of system technologies
is the tendency for a race to develop between nations. The belief prevails that coun-
tries that lead the way in the development and application of the technology will
gain various advantages over others. Any country that believes itself in danger of
being left behind will therefore strive to improve its position in the race.

The resulting emphasis on international competition can complicate the process
of dealing with normative issues associated with the technology. During the
Industrial Revolution, for example, the nations of mainland Europe were envious of
the economic and technological development they could see occurring in the
UK. British steam engines made a profound impression. Britain was dubbed ‘the
Realm of Vulcan’, after the Roman god of fire, while the country’s railways, chim-
neys and factories were likened to the architecture of the Roman Empire. The model
was impressive and simultaneously repellent. The British were perceived as materi-
alistic and greedy, contributing to a mood of Anglophobia elsewhere.'*? Germany
and the US were viewed with similar ambivalence in connection with later tech-
nologies. Hence, a sense developed that technological leadership was acquired at
the cost of various fundamental values.

History shows that the successful development and application of a new system
technology does indeed contribute to a nation’s competitiveness, since the generic
nature of the technology means that it facilitates generalized economic and social
progress. National strategies of public investment in infrastructure and education
can make a useful contribution in that regard. In the late nineteenth century, for
instance, Germany’s rapid economic development owed much to the country’s co-
ordinated approach to the integration of science and industry. Public investment in
new technologies also helped East Asian countries such as Japan, South Korea,
Taiwan and China to become powerful modern economies in the twentieth century.'33

132Bakker & Korsten, 2021: 9.
133 Johnson, 1982; Wade, 2018; Amsde, 1989; Zhang, 2012.
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4.7.2 Military Relations

The international competitive advantage conferred by system technologies is not
only economic. Leadership in a major new technology can also strengthen a nation’s
military position on the international stage. Railways facilitated the Prussian victory
over France in 1871, for example.'** They also played an important role in European
countries’ colonization activities around the world.'*

During the twentieth century, investment in the development and application of
new technologies continued to have a major bearing on conflicts. During the Second
World War, the British and American scientific communities, including code-
breaker Alan Turing and the ballistic scientists whose work laid the basis for the
development of computers, were in direct competition with German science, includ-
ing rocket pioneer Werner von Braun. When the Soviet Union launched Sputnik 1 in
1957, there was widespread fear in the West that the US might lose the Cold War as
aresult of being left behind in the space race. A year later the Defense Reorganization
Act was passed, leading to the creation of ARPA. Later renamed DARPA, the newly
formed military research body went on to drive the development of many new tech-
nologies, amongst them GPS and the internet. Meanwhile, the National Aeronautics
and Space Act formed NASA in 1958. The new agency’s staff included Von Braun,
who had been brought to the US after the war as part of the Operation Paperclip
mission to kick-start the development of American space technology.'* Subsequently,
in the 1960s, the Kennedy administration made the creation of a global US satellite
system a national priority. President Eisenhower also sought to ensure the techno-
logical leadership of US companies against the backdrop of the geopolitical rival-
ries of the Cold War.'¥

4.7.3 Attempts at Nationalization

National strategies regarding system technologies do therefore contribute to the
competitiveness and geopolitical strength of the countries in question. However,
viewing system technology development and deployment as a global race has limits
in terms of its validity. There exists no historical basis for believing that one country
can win such a race by monopolizing a technology and thus securing a permanent
advantage over others. System technology development has generally been an inter-
national process, to which multiple countries have contributed.

Early contributors to the internal combustion engine, for example, included the
Swiss Frangois Isaac de Rivaz, Belgian Jean Joseph Etienne Lenoir, Germans

134+Bousquet, 2009.

13 Diogo & Van Laak, 2016.
136Weinberger, 2019.
37Leung, 2019: 79-83.
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Nikolaus Otto, Karl Benz and Rudolf Diesel and Americans George Brayton and
George B. Selden. The development of electricity was an international effort as
well.*® Although the steam engine was developed largely in Britain, that nation
obtained no consequent lasting advantage. The US may have entered the ‘race’ later,
but the engine developed by American engineer George Henry Corliss ultimately
proved superior and eventually conquered the British market as well.!*

Moreover, system technologies tend to be characterized by an international
approach that owes much to the involvement of the scientific community. Scientists
generally attach great importance to knowledge being freely accessible and contrib-
ute enthusiastically to international conferences and journals. Efforts to ‘national-
ize’ system technologies consequently tend to be driven by governments rather than
academics.

When electricity was introduced, for example, the British responded to the rise
of the US and Germany by enlisting the help of Italian engineer Guglielmo Marconi
to create wireless telegraph networks in an effort to dominate international com-
munications. Their hope was that an ‘imperial chain” would confer an unassailable
advantage. Later, America sought to establish a rival network and the US navy
blocked the sale of GE’s sophisticated technology. The Radio Corporation of
America (RCA) was founded with the aim of securing global wireless hegemony.
However, these British and American bids for dominance failed to prevent countries
such as France and Germany from setting up their own radio stations for national
communications. !4

Indeed, history teaches us not only that efforts to nationalize new technologies
repeatedly fail but also that they are often counterproductive. This is attributable in
part to the way politicization motivates other countries to create rival systems. It
also undermines the market position of the country seeking dominance, because
customers elsewhere are wary of foreign interference or because the country’s best
products are no longer available on international markets.

One example of a leading country weakening its own market position is provided
by the aerospace industry. The space rivalry between the US and China is instructive
in relation to the current competition between the two countries in the field of AL In
1989 concerns about Chinese espionage led the US Congress to block the export of
American satellites intended for launch by Chinese rockets. That decision followed
on the heels of a 1998 report, which said that China’s technology acquisition threat-
ened US security and that satellites should be subject to tighter export controls. The
strict Strom Thurmond Act was duly passed in 1999.

However, the policy had an adverse effect on the competitiveness of the American
satellite industry. Whereas the Americans had 90 per cent of the satellite component
market in 1995, their share fell to 56 per cent in 1999. In the face of supply uncer-
tainties, companies in other countries, such as DaimlerChrysler Aerospace in

138 Bakker & Korsten, 2021: 16.
139Bakker & Korsten, 2021: 27.
140Bakker & Korsten, 2021: 15.
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Germany and Telesat Canada, severed ties with their American partners and sought
alternatives.'#!

The field of cryptography gives us another example of misguided efforts at
nationalization. Here too, the US federal government sought to secure control over
sensitive technology. In the 1980s, for example, the NSA proposed the use through-
out American industry of algorithms the agency had developed itself. However,
there was widespread suspicion that the NSA’s motive was not to improve security
but to gain universal access to communications. In 1993 the Clinton administration
launched the Clipper initiative, which would require companies to share their
encryption keys with the government. The proposal was met with fierce criticism.
Exporters complained that they would be unable to sell their products abroad if they
featured backdoors accessible to the US security services. Civil rights groups also
objected to the surveillance capability the initiative would create, and researchers
demonstrated that the proposed system was far from technically robust. The admin-
istration was forced to introduce a revised Clipper II initiative, but ultimately that
also failed.

Another instrument the US government has used to dominate the encryption
industry is export controls. Under legislation passed in 1976, products featuring
very strong encryption required export licences. However, these were rarely granted.
Strong encryption was permitted within the US, but only weaker forms could be
exported. As a result, American companies were disadvantaged in international
markets. Against a background characterized by increasing market globalization
and the availability of open-source knowledge, the US government ultimately ended
the export controls around the turn of the century.!*?

Scientists and others who defied the US government by open-sourcing their
expertise in the so-called ‘Crypto Wars’ acted as an important counterweight to the
authorities’ efforts to nationalize cryptography. So too did the business community.
Although the private sector does sometimes ally itself with the government, the
examples above illustrate how companies can also work against the authorities in
order to protect their own international commercial interests. Following a 2015 ter-
rorist attack in San Bernardino, California, for instance, Apple refused to co-operate
with the FBI's request for assistance in decrypting material on the attackers’ phones.
The result was a court case in which Apple argued that the FBI’s request would
compromise the privacy of all iPhone users. Following the case, a slew of US tech-
nology companies, including WhatsApp, Yahoo and Google adopted strong forms
of encryption in a move that FBI Director James Comey referred to as the ‘going
dark problem’.'#

1 Leung, 2019: 94-99.
2L eung, 2019: 195-199, 217.
3Leung, 2019: 208-209.
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4.7.4 The Importance of International Co-Operation

Although attempts have been made to nationalize system technologies, history pro-
vides many examples of efforts to promote open, international co-operation around
such technologies. A wide variety of formal and informal international contacts
have been used to develop standards, guidelines, codes and principles of good use.
For example, the joule, ohm and ampere — standard international units of measure-
ment in use to this day — were defined at a meeting of the British Association in
1861.'* More recently the Domain Name System, the technique used by computers
everywhere to address each other, was the outcome of a global standardization
effort. In that case the drive for uniformity was led by universities and not initially
by companies or governments.'4*

In biotechnology, researchers have developed various forms of self-regulation on
the international stage. Colin Scott claims that the biotechnology industry also ben-
efits from the informal agreement of international standards, guidelines and other
forms of self-regulation. If a government adopts an overly domineering approach to
standardization, it fails to utilize both the expertise that exists elsewhere and the
opportunity to create a sense of ‘ownership’ of the resulting regulations.'# Scientists
Wolfram Kaiser and Johan Schot have shown that, long before creation of the
European Union, the technocratic outlook of experts and industrial associations had
been acting as a force for European convergence since the nineteenth century.!¥’

Nevertheless, nation states have also succeeded in securing international agree-
ments on the use of new technologies. In 1975, for example, the United Nations
Biological Weapons Convention — the first international attempt to ban an entire
category of weaponry — came into force.'*8 Starting in 1967, five international space
treaties were agreed, covering matters such as the peaceful exploration of space,
damage caused by objects in space and the militarization of the moon.'#

In short, the focus on national economic and military power is counterbalanced
by many international co-operative initiatives. Notably, international collaboration
with regard to new technologies has often been motivated explicitly by a wish to
promote peace. That was the aim behind Italian Piero Puricelli’s proposal for a
European motorway network i